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ABSTRACT

ORDERED TYPES FOR STREAM PROCESSING

Joseph Cutler

Benjamin C. Pierce

Stream processing is ubiquitous in modern computing, from distributed data analytics to digital signal
processing and Al inference. Stream programs must process data incrementally in order of arrival, while
also operating in bounded memory, since inputs are unbounded. Despite its ubiquity, programming models
for stream processing remain relatively impoverished compared to general-purpose programming.

Many common stream programming languages and libraries restrict programmers to a fixed set of
stream-processing combinators like map, filter, or fold. When a task does not cleanly decompose into
a composition of combinators, programmers must drop all the way down to writing streaming state ma-
chines manually. Meanwhile, functional programmers enjoy the same combinators for lists, but have a
much more pleasant alternative for when combinators don’t do the trick: pattern matching and general
recursion.

In this dissertation, we build the best of both worlds with the help of ordered types, a lesser-used kind
of substructural type system. With ordered types, programmers must use variables in order. By aligning
the variable usage ordering with the streaming data arrival ordering, we can give streaming semantics to
general recursive functional list programs.

We present two language designs exploring this idea. The first, Delta, uses a bunched ordered type
system to guarantee incremental (but not bounded-space) processing. Delta programs execute as state
machines that consume input prefixes and produce output prefixes on demand. The type system supports
novel stream types including concatenation (a sequential composition of streams) and parallel streams.
We investigate the metatheory of Delta and prove that programs are deterministic regardless of the arrival
order of parallel data.

The second language, Yoink, uses a different ordered type system to give streaming semantics, this time
guaranteeing bounded space usage. Yoink accomplishes this by adopting a pull-based semantics, where
programs explicitly request input rather than reacting to pushed data. Last, we build a compiler for Yoink

that produces fused imperative programs.
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Chapter 1

Introduction

Some of the earliest programmable computers—such as the ENIAC [144], The Mark I [44], and the Z3
[CITE]—were developed to tackle large batch processing tasks. Rather than assign human computers to
the task of computing nuclear critical masses and ballistic trajectories, engineers in the 1940s took some
early steps towards our world of electronic programmable computers. Lesser-known among these early
computers is the MIT Whirlwind [1]. Developed in the late 1940s by researchers at MIT and funded by
the Office of Naval Research, the Whirlwind was designed to power a new flight simulator for training
bomber crews. Unlike the ENIAC and its batch-processing brethren, the Whirlwind has the honor of being
the first real-time computer. Rather than performing a single large calculation based on fixed inputs, the
flight simulation application demanded incremental processing: results generated live as new data arose
from pilot inputs. While the Whirlwind was never actually used for flight simulation, the design evolved
into SAGE, a US Air Force system for incrementally processing data from radar sites to detect a Soviet
attack [1].

This scenario—where the inputs to a computation are not static but must be continually processed
as they arrive— is referred to in the modern computing parlance as stream programming, or streaming.

Streaming consists of essentially two propositions, to wit:

1. Incrementality: In scenarios where input data arrives continually over time, there is no sense in wait-
ing until “the end” to produce results. Indeed, there may not be an end! As such, stream processing
programs must be incremental, producing outputs when possible as new inputs arrive. In the case
of the Whirlwind, this required the ability to take in sensor data — initially conceived as pilot input,

and later radar data — and produce visual output on a CRT screen.

2. Memory Usage: When a system is expected to process an unbounded sequence of inputs continu-
ously, there is also no sense in holding on to all of it. No matter how big your computer’s memory
is, attempting to collect and hold onto the full sequence of inputs will breach its storage limit in

the fullness of time. Indeed, holding onto any non-constant (in input length) amount of memory



will eventually overflow. Because of this, stream processing programs must use memory resources

sparingly, holding onto only a small amount of data as they process inputs.

Three quarters of a century later, stream programming is ubiquitous. Essentially every large-scale
program that interacts with the outside world in some way has a streaming component, and many en-
tire domains of computing have a fundamentally streaming flavor. Digital signal processing [117, 188],
distributed systems [112, 126, 130, 169], hardware programming [137], data analytics [171], and Al in-
ference [4, 7, 172] all depend heavily on stream programming. But despite the ubiquity of stream pro-
cessing, the programming models available for building streaming programs in practice remain relatively
impoverished, compared to the litany of mature language paradigms available for general-purpose tasks.
Programmers who build stream processing programs are often relegated to either manually building state
machines or using a limited embedded DSL or library.

In many cases, stream programming libraries are simply a collection of functional streaming combina-
tors. These libraries expose an opaque type like Stream(a). To construct, transform, and consume streams,
they provide combinators: functions (usually higher-order) that accept and return values of Stream type.
While each library has its own API and design, some common combinators are: map, filter, and fold,

among others (Figure 1.1).

map : (a — b) — Stream(a) — Stream(b)
filter : (a — Bool) — Stream(a) — Stream(a)
fold: (b — a— b) > b — Stream(a) — b
scan: (b — a— b) > b — Stream(a) — Stream(b)
concatMap : (a — Stream(b)) — Stream(a) — Stream(b)

zip : Stream(a) — Stream(b) — Stream(a X b)

Figure 1.1: Common Functional Streaming Combinators

These combinators for manipulating streams do not actually originate in the stream processing liter-
ature. Rather, they come from functional programming [129]. In LISP-family languages like Scheme or
Racket and ML-family languages like OCaml or Haskell, linked-list versions of these combinators (where

List(a) replaces Stream(a)) are provided as part of standard libraries [74, 140]. In these languages, linked



lists are the workhorse datatype, commonly used as a go-to data structure for simple tasks involving all
sorts of iteration. One reason that programming with linked lists is so popular in functional languages is
that it benefits from a combination of two features common in functional languages: pattern matching and
general recursion. List functions pattern match on input, make recursive calls, and typically recurse on
the tail of the list (or some list derived from it). This idiom is so ubiquitous that it is commonly taught to
beginner functional programmers very early in their journeys. Some patterns of recursion are so common
that they deserve to be built into the language: these form the common core of list combinators.

However, when the function a programmer is writing does not cleanly break down as a composition
of combinators, they can “break out” and write an arbitrary recursive function using pattern matching.
Indeed, while combinators are helpful, writing list programs exclusively using them is not usually desirable.
Recent work in PL/HCI has shown that functional programmers are more productive when given the full
expressive power of functional list code, compared to when they are restricted to just using combinators
[123].

Functional streaming combinator libraries thus play a cruel trick on programmers. By providing only
the common recursive patterns in the form of combinators—but not allowing for any way to break out
and write more general recursive programs with pattern matching—they tie programmers’ hands behind
their backs. In Chapter 3, we’ll see some examples of streaming programs that are significantly simpler
to write in direct recursive style. The restriction of streaming libraries to combinators is not artificial or
for lack of trying. The incrementality and space-usage guarantees of streaming are not simple to provide,
and attempting to give arbitrary recursive list programs a streaming semantics seems extremely challeng-
ing. Indeed, efforts to run functional programs—both (a) incrementally over partial data (as it arrives or
changes), and (b) in bounded space—have a long and complex history, some of which we touch on in
Chapter 2.

In light of all this, the primary contribution of this dissertation is a small magic trick. By using an
oft-overlooked kind of substructural type system—ordered types—we can build functional languages with
streaming semantics, where programmers still have access to both pattern matching and recursion. Or-
dered types [6, 114, 148], a sibling of the much more famous linear types [76, 186], require that the variables

in a program are used in order. By associating this syntactic notion of orderedness with the intrinsically



ordered nature of data streams, we can give streaming behavior to well-typed programs.

In this dissertation, we explore two language designs that use ordered types to provide streaming
semantics to programs with functional list syntax!. The first language design, dubbed Delta, guarantees
programmers incremental data processing without having to leave the confines of familiar functional list
programming syntax. Despite our best efforts, it turns out that Delta, while guaranteeing incrementality,
does not actually guarantee bounded space usage. The second language design, Yoink, returns to the
drawing board, attempting to redesign the language to guarantee bounded space usage. In our effort to
do so, we end up completely changing the underlying semantics of the language, and changing the type
system to a different (but still ordered) one to reflect the updated constraints.

We begin in Chapter 2 with a broad survey of stream processing across computing, examining the pro-
gramming models and languages available to programmers for streaming domains ranging from functional
programming to distributed systems and embedded hardware. We also recall some relevant foundational
concepts in both streaming and PL, including Kahn Process Networks [100], push versus pull stream se-

mantics [47], and substructural type systems.

1.1 Delta (Chapter 3)

In Chapter 3, we describe the language design of Delta, the first of our two language designs. This chapter is
a tutorial-style walk through the language design of Delta that serves as a programming-first introduction
to many of the type-theoretic concepts we rely on for the rest of the document. We focus on how the
type system enables an incremental streaming semantics, what programs are disallowed and why. Most
importantly, we give a vision of a world where stream programmers can break free of combinator-only
programming.

The design and framing of Delta was developed in concert with my collaborators Christopher Watson,
Emeka Nkurumeh, Phillip Hilliard, Harrison Goldstein, Caleb Stanford, and Benjamin C. Pierce. Some
of the content of Chapter 3 is derived from code examples found in the body and appendix of our paper

Stream Types [48], which was published at the 45th ACM SIGPLAN Conference on Programming Language

To maintain consistency with the published co-authored papers included in this dissertation, I will use “we” to refer to myself,
and sometimes the pair of myself and you (the reader). In the rest of this chapter, I make clear which of the following chapters
are joint work, and which are mine alone.



Design and Implementation (PLDI 2024). The implementation of Delta can be found at https://github.com/
alpha-convert/delta.

Delta programs are syntactically very similar to functional programs in your favorite ML-family lan-
guage: they support nil, cons, pattern matching, and general recursion. However, the variables in Delta
programs do not range over in-memory data, but rather streams, the elements of which will arrive at some
point in the future. Functions in Delta thus run incrementally as state machines. When an event from an
input stream arrives, the program processes it, produces some output in response, and takes a step to a
resultant program, ready to accept future inputs.

This semantics is enabled by Delta’s ordered type system. Variables in the typing context are listed
in order of their data’s arrival, and must be used in that order. This way, when some prefix of the input
arrives, there is a corresponding prefix of the program that has all of its inputs ready. The semantics can
then run that prefix of the program, produce its output, and “delete it”, taking a step to a state where we
can run the rest of the program when its inputs arrive.

The proof-theoretic structure of the ordered type system also gives rise to novel types of streams, which
can statically enforce temporal patterns in the underlying data. For instance, Delta supports a concatenation
type: given stream types s and t, we can form the type s . t. Streams of this type look like a stream
of type s followed by a stream of type t, with a “punctuation mark” in the middle. Moreover, many
(most) stream programs transform multiple input streams that can arrive in parallel. To handle this, Delta
supports a different kind of product type, the parallel streams type: Given streams of type s and t, we can
form the stream type s || t. The values of this type are streams of type s interleaved with streams of
type t. The elements of the two substreams may arrive in any order relative to each other. We will see
that these types are not merely a curiosity; they enable novel typed programming patterns not available

to users of traditional streaming libraries.

1.2 Foundations of Delta in 157 (Chapter 4)

Chapter 4 presents 157, the type theory that serves as the formal foundation of Delta. In this chapter, we
dive deep into the type system, operational semantics, and metatheory that support the language design of

Delta from the previous chapter. We begin by presenting a subset of calculus (Kernel 157) that suffices to
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illustrate the key mathematical ideas of using ordered types to guarantee streaming execution. Afterwards,
we move on to present the rest of 157, which models the various programming-critical features that Delta
supports like sum and star types, recursion, and buffering values into memory. The text of this chapter is
borrowed verbatim from Sections 3 and 4 of the Stream Types paper [48]. I was the primary driver of this
project, leading the technical development, proof work, and implementation.

The A5 type system is based on a novel design. The central challenge is handling both the ordered
concatenation type and the unordered parallel type in a single type system. This is accomplished using a
bunched type system, similar to that of the bunched implication underlying separation logic [141]. Con-
texts form trees with two kinds of nodes: either a semicolon (;) context connective, or a comma (,) context
connective. These two context connectives are subject to different structural rules. Semicolon nodes are
ordered and affine — weakening, no exchange, no contraction— while comma nodes are affine — weak-
ening and exchange, no contraction. As such, semicolon induces the concatenation type, while comma
induces the parallel type.

AST is similarly technically involved. Instead of using homogeneous

The operational semantics of
sequences of events as the values, 15T’s semantics operates on structured stream prefixes. These are typed
values whose shapes are determined by their (stream) types. The operational semantics of A% then renders
a term as a streaming state machine, accepting prefixes that are sent to it, and producing prefixes as output
in response. When a prefix arrives at a 157 term, it produces an output prefix, and takes a step to a new
resultant term which is ready to accept the rest of the input and produce the rest of the output. This
resultant is well-typed in a new context and output type, which are given by a derivative (in the sense of
Brzozowski [35]) of the original type with respect to the consumed input and produced output.

This chapter also includes three main technical results, all of which are mechanized in Rocq?. The first
is a soundness theorem, formalizing the preservation argument described informally above. The next is
the homomorphism theorem, which states that running a transformer incrementally on prefixes of input
and combining the outputs produces the same result as running it on the combined input all at once. Last,

AST

the homomorphism theorem has a key corollary: a determinism theorem, which proves that A°* programs

(and hence Delta programs) produce identical results regardless of the arrival order of parallel data.

2The development can be found at https://github.com/alpha-convert/lambda-st-proofs
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1.3 Pull Streams and AY (Chapter 5)

In Chapter 5, we confront an unfortunate fact about Delta and A57: while they guarantee incremental pro-
cessing, they do not guarantee bounded space usage! While the goal of Delta was to build a language for
stream processing, it fails on one of the two core principles we set out at the very beginning of this doc-
ument. We analyze the situation and discover that Delta’s lack of bounded-space computation is intrinsic
to its push-based semantics. In Delta, data arrives when producers send it, not when consumers are ready
to receive it. This mismatch can force programs to buffer arbitrary amounts of data if they are not able to
keep up with data as it arrives.

In this chapter, we present AY: another functional core calculus with stream types, but this time with
pull-based semantics. With pull streams, the program controls when elements arrive by explicitly request-
ing them. This way, AY terms never need to buffer data they’re not yet ready to process, and can run in
bounded space. The semantics of 17 are carefully designed to make this bounded-space property obvious.

Instead of directly interpreting ¥ terms, the semantics first translates them into pull graphs—directed
graphs whose nodes represent tiny primitives, each with a statically-sized piece of mutable state. These
graphs then serve as the states in a state-machine operational semantics. Crucially, no unbounded auxiliary
data is ever materialized: the entire state of the program is stored in the mutable data in the nodes of the
graph. This design makes it plain that programs use bounded space: the only state in the system is the
graph itself, which is fully determined by the source program.

One wrinkle of this semantics is that the pull streams of 1Y are fundamentally imperative. When you
request the next element of a stream, the element is produced by mutably updating some internal state.
Requesting the next element again yields a different element, as the state has advanced. Multiple streams
may share underlying state—for instance, when a stream of type s - ¢ is destructed to get its two halves of
type s and t, both refer to the same mutable state of the original stream of type s - t: the projections are just
“views” into the underlying stream. The ordered type system of 1Y guarantees that shared state is used
in the correct order. To ensure that the user does not accidentally clobber shared state, type system uses
orderedness to track state dependencies and ensure that variables are not used out of order.

Naturally, we must pay a price in some form for the added guarantee of bounded space usage. To



pay this debt, we choose to fork over some expressivness: AV is restricted to a smaller subset of recur-
sive programs than 157, allowing only “semantically tail-recursive” programs: those that do not require
maintaining a call stack, which would need unbounded memory. This restriction is slightly different from
traditional tail recursion: common programs like map, concat, and concatMap are directly expressible in
AY despite not being tail recursive.

The focus of this chapter is essentially a feasibility study: before building a compiler that targets
constant-space execution, we first ask whether constant-space execution is achievable at all for a non-
combinator calculus of stream programs. While the necessary definitions are presented and the soundness
theorem is stated to provide intuition for how AY achieves bounded space usage, the primary contribution
is the conceptual development that demonstrates the viability of this approach and lays the groundwork
for the compiler developed in the next chapter.

The research presented in Chapter 5 is solely my own, and the contents of this chapter have not yet

been published.

1.4 Compiling AY and Yoink (Chapter 6)

Having established the pull-based semantics of AY in the previous chapter, Chapter 6 tackles a more prac-
tical question: can we actually execute these programs efficiently? Indeed, an operational semantics that
“runs” in constant space is a good proof of concept, but not sufficient. What’s really needed is a compiler
that translates pull graphs into bounded-state imperative programs.

The approach I take is to specialize the operational semantics from Chapter 5 to each specific program—
a technique often called the Futamura projection [72]. The compiler operates on the pull graph repre-
sentation used by the 1Y semantics, and targets a minimal imperative language with assignment, condi-
tionals, and loops. The result is a fused imperative program: no intermediate streams are materialized,
producing tight loops that only touch static memory and require no allocation. Like previous work on
metaprogramming-based stream program compilation [105, 106, 108], this technique produces imperative
code from a language of pull streams. However, because 1Y is not restricted to combinators, we can compile
and fuse much more general recursive programs written in functional style. Indeed, the class of programs

we can compile includes some that are not handled by previous systems—notably, concatMap written in



the usual recursive way compiles to fused code [105, 108].

This chapter, like the last, is focused on working towards an implementation, and so it does not include
any theoretical development. In particular, I have not proven a compiler correctness theorem connecting
the semantics from Chapter 5 and the compiler.

The final chapter concludes with a discussion of Yoink, a small Python eDSL that implements the 1Y
type system, operational semantics, and compiler. Yoink includes a number of more practical extensions
to the AY calculus, including (bounded) buffering of values and higher-order functions by way of macros.
Along with being a great platform for proving out the ideas of 1Y and exploring extensions, we discover
that Yoink’s type system lets it support a more expressive set of imperative pull streams programs than

comparable pull stream libraries.



Chapter 2

Background and Related Work

As one of the oldest and broadest concepts in computing, “Stream Processing” is exceptionally hard to pin
down into a single pithy definition or even a small set of concepts. Nevertheless, in this chapter we will
attempt to define (for the purposes of this document) streams and stream processing, trace their theoretical
development, and give an overview of how stream processing is practiced across computing. We will not
attempt a definitive or comprehensive history of streams or stream processing—for that, we refer the reader
to the lovely extended abstract by Biboudis et al. [27]. After our tour of streaming, we also give background

on some other PL preliminaries, including substructural and ordered type systems.

2.1 Whatis a Stream?

A straightforward answer to the question posed by the title of this section, dating back to the early days of
functional programming [37], is that a stream is an unbounded sequence of items, produced by one part
of a system (or the external world) and consumed by another. We call these two programs the producer,
and the consumer.

The unboundedness in the above definition has important implications for choices about formalizing
streams. Indeed, the theory of streams is usually tied up with notions of infinity, and streams are often
modeled as infinite or coinductive objects [164]. For the purposes of this document, streams are finite but
unbounded: a consumer of a stream knows that it will end eventually, but does not know a priori how long
it will be. From the consumer’s context, it must always be ready to accept more inputs, which from the
local perspective is indistinguishable from being prepared to accept inputs forever.

Streams cannot exist in a vacuum: they are necessarily communication links, between (at least) two
programs. We refer to any program that sits at either end of a stream as a stream program or streaming
program. Below, we identify the two key principles that all stream programs must abide by: incrementality,

and careful resource usage.
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Incrementality The first principle is an extensional concept which we will refer to as incrementality. A
program acts incrementally if it can produce partial outputs in response to partial inputs, and will continue
to produce subsequent output when subsequent input arrives.?

Incrementality is a spectrum: some stream programs are more incremental than others. For example,
consider an addOne streaming program that accepts a stream of integers. When an integer arrives, addOne
adds one to it, and sends it out on its output stream. Now, consider a program addOneInPairs that also
adds one to each element, but sends out elements in pairs, waiting for two elements to arrive before adding
one to both and then emitting them. If there is an outstanding singleton element when the stream ends,
addOneInPairs emits its successor and then ends its output. These programs define identical transfor-
mations over an entire history of a stream, but they are different streaming functions: addOne is more
incremental than addOneInPairs. Moreover, we consider streaming functions to be incremental even if
they only produce output after their input ends: the sum program that sums a stream of integers and emits

the result once the input has ended is still incremental.

Resource Usage The second principle is an intensional one: resource usage. If streams themselves are
potentially unbounded but program memory is bounded, a program that transforms streams has no choice
but to conserve resources: attempting to save the full history of inputs is a fool’s errand. The particular way
that resource constraints apply to stream processing varies by context, and is often determined culturally
by the particular field of computing. In the embedded systems setting, programs might only be considered
streaming if they use only bounded static memory, while in distributed systems or streaming databases, a

stream program might be fine so long as it doesn’t use “too much” memory in most cases.

2.1.1 Dataflow Graphs

Stream programs are connected together into dataflow graphs. The nodes in a dataflow graph are stream
processing programs, and the directed edges between them are streams, carrying data from the output of
one program to the input of another. Conceptually, every node maintains an unbounded FIFO queue at

each input to ensure no values are dropped during processing. In general, dataflow graphs can be cyclic. In

3This incrementality is a refinement of incrementality in the sense of incremental computing/self-adjusting computation [8],
where outputs change based on changes in input. In streaming, inputs and outputs only grow.
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some models of dataflow the graph is unchanging during execution, while in other models the graph may
change. The former is referred to as static (or statically scheduled) dataflow, while the latter is referred to
as dynamic dataflow. The modern concept of the dataflow graph originates from computer architecture
literature [18, 53, 184], where they were used for parallel processor design. However, the concept of state
machines communicating over channels goes back to at least the development of Petri Nets [145].

One common use of dataflow graphs is as the semantics of dataflow languages: declarative program-
ming languages whose semantic model is dataflow graphs. Some examples of this are the Lustre, Signal,
and Esterel languages [26, 39, 119]. These languages are primarily used in the development of embedded
and safety-critical systems, so we postpone their discussion until Section 2.2.5. Languages with semantics
based ondataflow graphs also appear in machine learning: frameworks like TensorFlow, PyTorch, and JAX

are essentially dataflow languages [4, 70, 142].

Kahn Process Networks and Determinism

Kahn Process Networks (KPNs) [100] are an early and influential work on streaming. While originally
designed to model concurrent programs, KPNs effectively describe a dataflow streaming graph. Edges in a
KPN are infinite streams, while nodes with inputs X, ..., X, and outputs Y3, ..., Y,, are w-continuous [5]
functions X; X -+ X X,, = Y; X -+ X Y,,.

The graph begins in an initial state, with values pre-set in the nodes’ FIFOs. Then, evaluation be-
gins by repeatedly nondeterministically choosing a node and “firing” it, taking the values out of its FIFOs
and running them through the nodes’ functions. These domain-theoretic condition that each node be w-
continuous guarantees that, in the limit, this process converges to the least fixedpoint of a set of domain
equations.

While this is an important theoretical result, the KPN paper’s main enduring insight is a simple oper-
ational one: to ensure that a streaming program does in fact define an w-continuous function out of the
product of its inputs, it suffices to guarantee that every time the program attempts to read from one of its
input channels, it must block until an event occurs on that channel. In other words, programs cannot be
allowed to “peek” to check for potential inputs. This guarantees that the program defines a function that

takes all of its inputs “independently,” and can be modeled as a map out of a product, instead of a map out
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of the possible interleavings of its inputs.

The graph-wide deterministic execution property of KPNs is extremely desirable. Not only are individ-
ual nodes deterministic functions, but (in the limit) the evaluation of the graph is uniquely determined by
the initial conditions. However, the so-called “Kahn Condition,” that stream programs are not allowed to
peek, is too strong to be practical. It turns out that a weaker semantic condition—called “eager evaluation”
by Laddad et al [113], “homomorphism” by our work and Hou et al. [90], and “factorization independence”
by Mamouras [125]—is sufficient to guarantee that streaming programs are definable as maps out of a

product of their inputs, and hence deterministic.

2.1.2 Push, Pull, and State Machines

Streams can be characterized by whether they are push or pull. These perspectives differ in which end—the
sender or the receiver—controls the flow of data through the stream [60].

With push streams, the producer controls when stream items are sent. This represents the conventional
conception of streams, requiring uni-directional communication. A consumer of a push stream must ei-
ther keep pace with the incoming data or buffer elements as they arrive to avoid losing information. Push
streams naturally arise as external or networked data sources where information just arrives when it ar-
rives. Conversely, pull streams give control to the consumer, who can request the next element when it is
ready. This approach is more efficient for the consumer but may be less efficient for the producer, which
must wait for requests before sending data. Pull streams can also be thought of as a form of imperative
coroutine [116].

Pull and push streams also differ theoretically. A push stream is something that a consumer must be

ready to accept elements of, and so they are defined by their folds: a pull stream is:

Stream a = forall b. b -> (b ->a ->b) ->b

Meanwhile, a pull stream is something that a consumer can request the next element from, and thus is

defined by its unfold [47]:

Stream a = exists s. (s, s -> Maybe (s,a))
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In the object-oriented world, push streams are referred to as Observers, while pull streams are Itera-
tors [73].

Somewhere between push and pull is streams with backpressure, which are fundamentally push streams—
sending data as they see fit—until a receiver starts to struggle to keep up, wherein it can request that the

upstream producer please slow down.

Functional Push Streams and Combinators

From the perspective of a consumer, a push stream is something to be handled. From a stream of as, one
must be ready to accept an a at any time. This intuition is made precise by folds: given a push stream, one
can commit to a way of folding over its elements to produce a value. Formally, we define push streams as
their folds:

PushStream a = forall b. (b ->a ->b) ->b ->b

A PushStream a is, for any choice of type b, a plan for incrementally turning a sequence of as into a b.

With this definition in hand, we can explore a few combinator implementations using push streams®.

map :: (a -> b) -> PushStream a -> PushStream b

map f s = \step init -> s (\b a -> step b (f a)) init

filter :: (a -> Bool) -> PushStream a -> PushStream a

filter f s = \step init -> s (\b a -> if f a then step b a else b) init

sum :: PushStream Int -> Int

sums =s (\ab->a+n)o

The map combinator transforms elements by wrapping the step function to apply f to each incoming

element before passing it along. Similarly, filter first checks the predicate, and only “passes along” values
that have succeeded. The sum shows an instance of consuming the push stream directly, using addition as
the step function and zero as the initial accumulator. Note that all three combinators say nothing about
when values are accepted or produced: they stand ready to accept values, and produce a whole b value per
step.

zip :: PushStream a -> PushStream b -> PushStream (a,b)

“In this document, we will occasionally use pseudo-Haskell as pseudocode.
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zip s1 s2 = ??

However, the push streams are limited in their expressivness: they cannot express combinators that
consume multiple streams simultaneously, such as zip, shown above’. The problem is (conceptually) that
the two arguments produce elements independently, and so there is no way to “synchronize” them. The
only way to do so would be to convert both streams into lists, zipping them together in memory, and

streaming them out.

Functional Pull Streams

Pull streams [47] provide exactly the sort of control lacking above. A pull stream produces its elements
only when asked, producing the first on the first request, the second on the next, and so on. As such,
pull streams are essentially state machines, keeping track of and updating some state that determines
which value they’re expected to produce next. This concept is formalized with the following pair of type

definitions:

Step s a=Done | Skip s | Yield s a

PullStream a = exists s. (s,s -> Step s a)

A PullStream a encapsulates some state of type s, and a functions -> Step s a, which turns the cur-
rent state into a decision to (a) be Done with the stream, (b) simply produce a new state without producing

a value (Skip), or (c) Yield a value of type a, stepping the state along the way.

map :: (a -> b) -> PullStream a -> PullStream b
map g (xo,f) = (xo,f’)
where
f' x = case f x of
Done -> Done
Skip x' -> Skip x’'

Yield x’ a -> Yield x’' (g a)

filter :: (a -> Bool) -> PullStream a -> PullStream a

SExercise to the reader: convince yourself that you cannot fill in this hole satisfactorally
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filter p (xo,f) = (xo,f’)
where
f' x = case f x of
Done -> Done
Skip x' -> Skip x'’

Yield x’ a -> if p a then Yield x’' a else Skip x' a

sum :: PullStream Int -> Int
sum (xe,f) = go xe o
where
go x acc = case f x of
Done -> acc
Skip x' -> go x' acc

Yield x’ a -> go x' (acc + a)

zip :: PullStream a -> PullStream b -> PullStream (a,b)
zip (s1,f1) (s2,f2) = ((s1, s2, Nothing), step)
where
step (x1, x2, Nothing) =
case f1 x1 of
Done -> Done
Skip x1’ -> Skip (x1', x2, Nothing)
Yield x1' a -> Skip (xa', x2, Just a)
step (x1, x2, Just a) =
case f2 x2 of
Done -> Done
Skip x2' -> Skip (x1, x2', Just a)

Yield x2' b -> Yield (x1, x2', Nothing) (a, b)

The map and filter combinators are structurally similar to their push stream counterparts, wrapping
the step function to transform or conditionally skip elements. The sum combinator consumes the stream
by pulling all of the values in a loop and accumulating them. Crucially, unlike push streams, pull streams
can express zip. The zip combinator uses a Maybe a in its state to hold onto a single element from the
first stream while waiting for an element from the second stream. When both streams have yielded values,

it emits the pair and clears the buffer. This works because pull streams give the consumer control—zip
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can decide when to pull from each stream, synchronizing them explicitly.

It is possible to convert between the two stream representations, though each direction makes different
tradeoffs. To turn a push stream into a pull stream, we must buffer the values as they arrive into a list,
and then serve them on demand. Conversely, to turn a pull stream into a push stream, we simply pull all
values out as fast as possible and feed them to the push stream’s step function. These transformations are

witnessed by the following pair of functions, which implement the above ideas:

pushToPull :: PushStream a -> PullStream a
pushToPull s = (xs,f)
where
xs =s (\ysy ->y :ys) []
f []1 = Done

f (y:ys) = Yield ys y

pullToPush :: PullStream a -> PushStream a
pullToPush (xe,f) g yo = go xo yo
where

g0 Xy =
case f x of

Done -> vy

’

Skip x" -> go x' y
Yield a x" -> go x’ (g y a)

Pull streams are likely familiar to imperative programmers, though likely under a different name. If
we make the step function actually imperative—allowing it to perform side effects and maintain internal
mutable state—we arrive at the familiar Gang of Four Design Pattern known as iterators, found in languages
like Java, Rust, and Python [73]. Indeed, iterators in imperative languages are essentially imperative pull
streams, and the combinator-based APIs found in modern languages (such as Rust’s Iterator trait or

Python’s itertools) are essentially functional pull stream libraries.

2.2 Stream Programming

In which contexts do programmers encounter stream programming, and how do they do it? In this section,

we survey some of the many domains of computing in which programmers write stream processing code,
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and discuss the programming models available to them in each. While this dissertation is focused primarily
on functional-style streaming libraries, we survey here the broad range of other ways that programmers

can write stream programs across domains.

2.2.1 Unix Streams

One of the oldest and most prominent instances of stream programming is in the Unix shell [158]. In
Unix, everything is a file, and some files—those that are actually IO, or for whatever reason do not have
random access with 1seek(2)—are streams. There are several such streams built into Unix, including the
three “standard” streams (stdin, stdout, and stderr) for every process, as well as some special constant
streams like /dev/zero (the all-zero stream), /dev/null (a sink), and /dev/random (a stream of random
bytes). Moreover, many other types of files are actually streams, like pipes [93] or BSD sockets [183].
Because of this, Unix shell scripting is essentially a very simple stream processing language. The shell
includes a small set of primitives like redirects and tee for orchestrating and marshalling streams between
executables. The actual stream transformations are handled by a rich ecosystem of tools like grep, sed,

and awk, as well as any executables that calls out to the POSIX API [92].

2.2.2 Functional Stream Programing

In functional programming, streams are an abstraction of fundamental importance, used both to write
code that interacts with the outside world and also just as a flexible way to structure iteration. Since
these two points cover such a huge surface area of important programming tasks—from networking and
file IO [45, 166] and parsing to looping over collections [97]—any sufficiently large functional program
includes some amount of stream processing in one form or another. Using streams in FP is not a new idea;
in fact, it is one of the oldest! Streams were identified as a core abstraction in some of the earliest work on
functional programming, including work by Landin [116] and McCarthy [129].

Because the use cases of streams are so varied, most functional languages do not include a single type
for streams in their standard library, instead opting to farm stream support out to libraries. Streaming
libraries exist in basically every functional language with any industry usage, including Haskell, Scala,

OCaml, F#, and more. Many (but certainly not all) of these functional streaming libraries are also built on
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top of a concurrency or async programming framework, allowing programmers to define compositions of
streaming operations and then execute them concurrently as dataflow graphs within a process.

Generically speaking, functional streaming libraries expose a type like Stream a, where a is a base
type in the language. To construct, transform, and consume streams, they provide combinators: functions
(often higher order) that accept and return values of Stream type. While each library has its own API and
design, some common combinators are map, filter, foldl, scanl, and concatMap. These functions are
directly inspired by the related operations on lists. Over the entire history of a stream, these operations
do the same thing as their list function counterpart. However, the stream versions run incrementally (and
if possible in bounded space), producing new outputs in response to new inputs.

The other important family of operations widely supported by functional streaming libraries are win-
dowing (also known as “chunking”) operations. Windowing operations take a stream and turn it into a
stream of “windows” of contiguous elements, based on some criterion. For example, a so-called sliding
window groups elements into overlapping fixed-size chunks. For each new element, the window “slides”
forward by dropping the oldest element and adding the newest. Meanwhile, “tumbling” windows group
elements into disjoint chunks, collecting a fixed number of elements before emitting them all together as a
window. Windowing operations similarly run incrementally, emitting windows incrementally as they are
ready.

In some sense, the above operations are a “shared API” between nearly all stream processing libraries in
functional languages. While implementation details differ, functional streaming APIs basically all include
these operations.

In the following few sections, we review some major streaming libraries in functional languages.

Scala

Scala has several mature functional streaming libraries. Two of the most prominent competitors are ZIO
Streams and FS2. ZIO streams has push-based semantics with backpressure support. It also emphasizes
concurrent execution of streaming pipelines, using the structured concurrency primitives of the broader
Z10 ecosystem [195]. FS2 is a pull-based streaming library built on top of the Typelevel ecosystem of

libraries [182]. Like ZIO, FS2 also supports concurrent execution, instead using Typelevel’s cats-effect
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library.

OCaml

The OCaml standard library includes a lightweight stream type 'a Seq.t, the values of which are essen-
tially lazy lists. This API is very minimal, eschewing support for windowing or concurrency for a simpler
implementation and lack of dependencies. For a more full-featured streaming library, OCaml programmers
often look to iter, a full-featured push-based streaming library, or the Lwt_stream.t type from the lwt

concurrency library [149].

Haskell

Haskell is a somewhat different story. Because Haskell is a nonstrict language, values of the default list
type are actually streams. Moreover, some functions on lists in Haskell also have streaming semantics. It
is folklore in the Haskell community that a “sufficiently lazy” list program can be run incrementally, over
a list defined by an external process using a clever trick with lazy 10 [178].

This is quite cool, but not a practical way to build streaming programs. For one, the “sufficient laziness”
condition is syntactically brittle, and requires an expert Haskell programmer to carefully ensure that all
functions involved are lazy in the just the right way. Secondly, lazy IO in Haskell comes with significant
drawbacks [104]. The core issue is that lazy IO introduces nondeterminism in when file handles and other
resources are acquired and released. This unpredictable resource management can lead to resource leaks,
premature closing of files that are still needed, or keeping files open long after they’re no longer required.

Because of this, Haskell programmers almost never use the built-in streaming capabilities of their
language, instead reaching for streaming libraries like Pipes [78], Iteratees [104], FoldL [79], Conduit [167],
Streamly [175], and others to ensure their programs (a) have a streaming semantics, and (b) correctly
manage IO resources.

These libraries differ mostly on their treatment of effects, which is an endless source of debate in
the Haskell community. Because Haskell is pure, streaming libraries in Haskell usually include types for
effectful streams, which can alternate between producing pure values and running effectful computations.

Some Haskell streaming libraries also carve out other niches for exploration besides effects. For exam-
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ple, Pipes is based on a sophisicated categorical model of streaming [78], Streamly aims for the highest-
possible performance using GHC rewrite rules [175], and Conduit emphasizes deterministic resource han-

dling [167].

Functional Reactive Programming

FRP [59, 61, 138, 187] is not strictly a form of stream processing, but it is sufficiently important and related
that it bears mentioning here. While traditional stream processing focuses on discrete sequences of values,
FRP — introduced by Elliot and Hudak in their seminal paper [61] — is centered around programming
with time-varying values called signals (or behaviors). These signals can be conceptualized (and are often
implemented) as functions of type Time -> a describing the values at each point in time.

Unlike stream processing, bounded resource usage was not originally a central driving force behind
FRP development, and early FRP implementations suffered from widespread “space leaks” and other per-
formance issues. However as FRP has become more widely adopted, modern FRP implementations and
theories have evolved to address these challenges [22, 109]. Concurrently, the FRP community has also
investigated parallel and concurrent extensions to the FRP model [22, 23].

While the core type of FRP has remained time-varying signals, more sophisticated types for FRP have
been investigated. Work by Jeffrey [99] permits the type of a signal to vary over time, using dependent
types inspired by Linear Temporal Logic [147]. Concurrently with our work, Bahr and Megelberg pro-
posed both (1) a modal type system for asynchronous FRP [21, 63], and (2) a pull-based imperative FRP
language [20]. Lastly, Paykin and Krishnaswami [143] developed a modal type system which expresses
low-level state machines.

While FRP was spawned from the Haskell community, it has found a following more broadly, especially
with the RX family of libraries [151-153]. Applications-wise, FRP is often used in domains similar to stream

processing, in applications like GUIs, games, and robots [46].

Session Types

Session Types [89] describe complex sequential protocols between communicating processes in a process

calculus as they evolve through time. Process calculi are more general than stream processing, and can
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define much more complex bidirectional patterns of communication than dataflow models of streaming.
Another difference between session types and streams is that the session type of a process describes the
protocol for its communications with other processes—i.e., the sequence of sends and receives on different
channels—while the types of streams program describes only the data that it communicates. Indeed, a
program producing a value of type Stream a may send all of its values at once extremely quickly in

response to no input, or it may wait for all of its input to arrive before producing any output.

Incremental Computing

Incremental computing—initiated by Acar [8]—is a paradigm where program outputs automatically “ad-
just” in response to changes in their inputs. This is much more general than streaming: the idea is that
you write a program from arbitrary inputs to outputs, and a compiler or library “incrementalizes” it for
you. Sometimes this is conceptualized as accepting a stream of deltas to inputs and producing a stream
of deltas to outputs. One key way this differs from streaming (and our notion of incrementality) is that it
is non-monotone. In general, the data structures in incremental computing can change in arbitrary ways,
which makes implementing this efficiently and building incremental data structures quite challenging. In
streaming (and our conception of incrementality for the purpose of this document), the inputs and outputs
only grow. Examples of incremental computing systems include Delta ML [9], Adaptive in Haskell [24],
and Jane Street’s Incremental library [98]. This concept also shows up in the databases literature as incre-

mental view maintenance [84], which we discuss later.

Emerging Models

Concurrently with the work of this dissertation, researchers continue to investigate other completely novel
programming models for stream processing. Recent work by Rioux and Zdancewic [156] investigates a
datalog-inspired lambda calculus Ay where a program increases in definedness as it evaluates, essentially
defining a stream of its own growing value. Meanwhile, Mell et al. [133] work towards a world where
Python scripts (in this case used glue together calls to a large language model) can execute asyncrhonously

as a dataflow graph ordered by dependency.
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2.2.3 Stream Programming in Distributed Systems

In situations where high-throughput or high-volume streams must be processed, programmers often build
distributed systems to do stream processing. Distributed streaming takes the dataflow graph model of
streaming to its logical conclusion, seeking to dramatically improve the throughput and performance of
large streams of data by running logical graphs of streaming operations on distributed clusters of net-
worked machines [68].

The application domain of distributed stream processing is somewhat more specialized than generic
stream programming. A very common use for distributed streaming is data analytics [32, 139, 171], where
either the volumes of data involved are too large to store (and hence batch processing is infeasible), or
because results need to be live and presented in real-time. Distributed streaming also forms the backbone
of Al infrastructure, both for training and inference [11, 70].

This basic conceptual model is straightforward, but the introduction of networking and multiple nodes
leads to many challenges, mostly of the system design variety. Indeed, a majority of the academic and in-
dustrial advances in this area have been around how to successfully build and operate stream processing
clusters. Some issues in this domain are state management across distributed nodes [67, 111, 122] check-
pointing and recovery mechanisms for the inevitable node failures, as well as exactly-once and at least
once delivery guarantees for streams themselves [68].

The default programming model for distributed stream processing derives almost entirely from the
functional streaming combinators model of Section 2.2.2. Of course, the reality of a distributed imple-
mentation must leak into programs somewhat. In this section, we will discuss the particular ways that

programming distributed stream processing systems differs from traditional FP streaming.

Low-Level State Machines and Distributed Dataflow

Initially, distributed streaming programs were not build with high-level abstractions and functional li-
braries, but instead built by manually describing the physical structure of dataflow graphs, and manually
writing state machines to run on the nodes.

A very early and influential instance of this was Apache Storm [68], a Java-based library for defin-
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ing distributed dataflow graphs. In Storm, dataflow graphs are known as “topologies,” borrowing from
networking terminology. Storm topologies are directed acyclic graphs, where data flows from sources,
through some number of transformations, to sinks, where they exit the system. Nodes in a Storm topology
are defined as observers [73]: objects with an event-handling function, which is called when an element
arrives on one of the node’s input streams. Despite its relatively low-level programming model, Storm
has been extremely influential, laying the foundation for distributed streaming with fault-tolerance and
delivery guarantees.

Since Storm, alternate distributed dataflow programming models have been proposed. The most promi-
nent among them is Timely, which imposes more structure on dataflow graphs to ensure certain properties
about event timing across distributed workers. In Timely, built-in punctuation lets nodes make decisions
based on when upstream components have completed their computation, even when the dataflow graphs
are cyclic [132]. Differential Dataflow [131], an incremental computation framework built atop Timely,
powers the Materialize streaming database [130].

Some other academic work attempts to build very general compile targets for other stream processing

libraries, for example Brooklet [168] and the DON Calculus [55].

Keyed Parallelism and Partitioning

Most modern distributed stream programming libraries mimic the combinator API of functional stream-
ing libraries. Examples of these include Twitter’s Summingbird [32], Apache Flink [66], Apache Beam
[69], Apache Spark [192], and Kafka Streams [13]. The basic idea of these libraries is to let programmers
declaratively specify dataflow graphs in the form of a more regular functional stream program, and then
automatically compile and distribute them to a physically-parallel programming running on a streaming
framework like Storm. These particular libraries and their ilk do differ in (a) how they choose to turn a
streaming computation into a dataflow graph, and (b) the different distributed systems guarantees they
give to programmers, but all expose extremely similar FP-style streaming APIs with the usual FP combi-
nators of Section 2.2.2.

The main thing added to distributed streaming libraries that isn’t present in FP streaming libraries is

data-level parallelism control. Since the programmer isn’t manually describing the dataflow topology, the
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library needs to know where it can safely introduce parallelism and distribute computation across multiple
nodes.

Safety is important here. Partitioning streaming computations onto distributed nodes does not in
general preserve the semantics of the source program and can introduce undesirable nondeterminism [88,
126, 165] due to network latency and the reordering of events that can happen when splitting and joining
substreams.

The usual abstraction for this is “keyed streams”. In addition to a usual stream type Stream a, dis-
tributed streaming libraries include a type like KeyStream k a. Values of this type are k-many logically
independent streams of as, which the underlying system can decide to process in parallel by sending some
of the sub-streams them to different nodes.

Programmers expose this parallelism opportunity with some kind of groupBy operation, which takes
a key-selection functiona -> k,andturnsaStream aintoaKeyStream k a.Depending on the use case,
the key type and key-selection function can be lots of different things. A common choice k = Int, with
the partitioning function being some sort of hash of a data field mod n, or perhaps just projecting out some
kind of ID. Then, the library APIs also expose the usual streaming combinators to operate on KeyStreams,
with per-key substreams being processed logically independently, and potentially physically in parallel.

Then, libraries provide operations to join KeyStreams back into Streams. In cases where the pro-
grammer cares about determinism, this is usually done with an AC-reduce operation [52]. The associative
(A) property means that it doesn’t matter the order that the sub-streams are reduced toether, while the
commutative (C) property ensures that reorderings due to network latency cannot affect the result. In
contexts where determinism isn’t required, KeyStreams can be turned into Streams by simply unionining
the sub-streams together and forgetting the key.

This parallel treatment of streams eschews the traditional view of streams as sequences of data. In
light of this, recent work has updated the foundations of streaming to incorporate the parallel perspective,
reframing streams as partially ordered multisets (or pomsets) [12, 12, 101-103, 126]. Inspired by work in
concurrency theory [57, 128]. Data items in a pomset may be completely ordered (a sequence), completely
unordered (a bag), or somewhere in between. Some recent works have also proposed pomset-based and

structured monoid-based types for streams [12, 125, 126].
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Time

One way that the distributed implementation of streaming programs can leak into the normal program-
ming model is the treatment of time. Some operations in a streaming language might make decisions based
on time; the most common instance of this is time-based windowing, where windows are created based on
the arrival time of events. Of course, in a distributed setting, “time” is a finicky concept [115]: one must
contend with different nodes processing data at different rates and also with network-induced delays.

There are two regular ways of handling time in a streaming system, and so there are often two ver-
sions of any function that uses time in a stream processing system. The first is processing time, where the
current system’s clock is used to determine the current time. This has the benefit of being montonic and
easy to determine, but it has the downside of inducing nondeterminism in many cases: network latency
can change the semantics of a program that depends on processing time. The second is event time, where
time is a property of individual stream events, usually determined by a field on the event with a times-
tamp. This has the benefit of allowing for deterministic processing, but the drawback that timestamps
might not monotonically increase since events can sometimes be reordered within a stream (maybe due
to parallelism).

The work of mitigating the drawbacks of these two choices is mostly a systems-level problem, but
programmers writing distributed stream programs must be aware of the two options, and choose the

correct one for their use case.

2.2.4 Stream Programming in Databases

Another domain where stream processing is used is databases. As opposed to running queries over in-
ert data—usually referred to as “batch” queries—one might want to run database queries over streaming
sources. The underlying operational model of streaming databases is very similar to stream processing
for data analytics or distributed streaming, with query plans for stream queries often being distributed.
The primary difference is the programming model, which naturally takes a more database flavor, usually
derived from traditional query-processing languages like SQL.

In the database literature, instead of viewing streams as sequences of events, streams are often viewed
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as entire relations (sets of tuples) that change over time. A time-varying relation can be viewed as ei-
ther a function from timestamps to finite relations or an infinite set of timestamped values. Streaming
database programming is thus query programming over a time-indexed family of databases instead of a
single database. Research on streaming database programming then focuses on (1) developing query lan-
guages that also expose stream-specific operations, and (2) efficiently computing incremental changes to
queries in response to changes in the underlying database.

Along the first line of work, streaming databases have mostly settled (unsurprisingly) on stream-
capable variants of SQL. This was initiated by early streaming query languages like CQL [14, 16, 96], and
has remained popular with subsequent streaming databse systems, including Aurora [2] and Borealis [3],
TelegraphCQ [41] and CACQ [124], and STREAM [15]. Usually, these languages are standard SQL, with
stream-to-relation operations (such as windowing) to turn a time-varying relation into an instantaneous
relation, and relation-to-stream operations to turn an instantaneous relation into a time-varying one.

The second line of work focuses on “incremental view maintenance”: efficiently computing query
results as the underlying data changes [83, 84, 194]. Rather than recomputing an entire query result from
scratch when the database changes, incremental view maintenance techniques compute only the changes
to the query result. View maintenance is actually used in non-streaming applications databases as well
(since all databases change over time), but it is especially important in streaming. Recently, DBSP [36]
and Differential Dataflow [131] have been proposed as particularly exciting solutions to incremental view

maintenance, with the latter powering the Materialize streaming database [130].

2.2.5 Stream Programming in Embedded Systems and Hardware Accelerators

Stream processing also appears in the contexts of embedded systems and hardware, where the resource
constraints component of stream processing takes on a significantly more serious role. In these domains,
bounded memory usage for streaming programs is not merely desirable but often a hard requirement. For
instance, many embedded systems require all memory to be statically allocated [161]. Similarly, hardware
designs have strict silicon area or lookup table (LUT) constraints. Stream programs that run on embedded
or hardware systems also often operate in real time, with strict timing requirements.

Stream programming in these domains also takes place on a variety of specialized hardware platforms,
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from microcontrollers [159, 193], to chips specialized for digital signal processing [118, 188], to FPGAs,
to hardware accelerators like GPUs or Machine Learning chips [7]. These unsual hardware environments
require specialized stream processing languages with compile-time guarantees for resource usages and
execution timings [91].

The uses for embedded or hardware streaming are also quite different from functional or distributed
stream processing. Some selected examples are digital signal processing, IoT devices [179], control systems

[10], machine learning acceleration [7], and network device programming [29].

Embedded Systems

Embedded systems programming is its own world, with plenty of non-streaming tasks and abstractions.
Indeed, many embedded systems are programmed directly in C or assembly. However, some embedded
systems tasks — such as interfacing with and reading from sensors or peripherals — do look like stream
processing. Of the high-level programming models available to embedded systems programmers, dataflow
languages are the most prominent option that has streaming semantics. As discussed in the earlier section,
dataflow languages have as their semantics dataflow graphs. Notably, most of these languages do not adopt
a functional streaming syntax. They usually look more like imperative array-processing code or simply
declarative mathematical operations, usually with some amount of timing control involved to describe
when operations should happen. Some examples of dataflow languages are Lustre [39], Esterel [26], Signal
[119], Zelus [31], and Scade [43]. These languages are commonly used to build safety-critical systems such
as aircraft or automotive control systems [77, 85]. Because of these applications are so safety-critical, some
dataflow languages even offer built-in formal verification support [30, 86].

Relatedly, some embedded applications simply seek to monitor streams of sensor data, and alert when
complex conditions are matched. For these tasks, programmers can reach for stream runtime verification
languages, which provide high-level declarative or specification-based interfaces for writing monitors.

Examples include LOLA [50], HLola [40], RTLola [64], Striver [81], HStriver [80].

28



Hardware Accelerators and FPGAs

In recent years, the end of Moore’s Law [120] has lead to some compute-intensive applications being
offloaded to domain-specific hardware accelerators and even custom hardware designs on FPGAs. Many
of these tasks — such as machine learning, networking, and digital signal processing — have a stream
processing component. To this end, languages for programming hardware accelerators and designing
custom hardware expose stream programming-like interfaces. Accelerator and HDL programming has
many of the same constraints as embedded systems programming: resources are limited and must be used
carefully, timeframes are short, and deadlines cannot be missed.

Hardware accelerators, when not programmed directly in some sort of assembly, are often programmed
with dataflow languages similar to those used in embedded systems. Halide [150] is the prototypical ex-
ample in this space, featuring a dataflow sublanguage to define mathematical operations, and a scheduling
sublanguage to map work onto hardware resources. Spatial and Aetherling [58] are related languages for
programming accelerators. Aetherling actualy adopts an API closer the standard functional streaming API,
though it’s primarily designed for digital signal processing applications.

Hardware designs for FPGAs operate at an even lower level, describing both the computation to be per-
formed and the hardware that will execute it. Standard hardware description languages (HDLs) like Verilog
and VHDL include abstractions (Always and Process blocks, respectively) for defining state machines, that
can be conceptualized as defining stream processing programs. Because streaming at the lowest levels
requires thinking about byte-exchange level details such as handshaking and packet/frame headers, HDL
programmers use libraries (“IP”, in hardware parlance) such as AXI-Stream and Avalon Streaming [17, 94]
to abstract over the nitty details of establishing and maintaining stream connections on a layer-1 interface.

Newer high-level HDLs are also emerging. Filament [137] and Dahlia [136] are declarative dataflow
languages with sophisticated type systems for enforcing safe pipelining and resource usage, respectively.
Meanwhile, Clash [19] and Lava [28] represent HDLs embedded in Haskell — Lava adopts a more dataflow-
like approach, while Clash is actually a proper functional programming-style steram combinator DSL that

compiles to hardware.
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2.3 Fusion and Streams

Fusion, also known as deforestation [185] is an important class of interprocedural compiler optimizations.
The general idea to transform a composition of functions g(f(x)) into a single function h that does the
same thing, while either (a) using less space by not materializing the intermediate result of f(x), or (b)
operating more efficiently in some way. The canonical example of this in functional programing is map
fusion, transforming map g (map f xs)intomap (g . f) xs. Assuming f and g are pure, this has the
benefits of (a) not materializing the intermediate list, and (b) only taking one pass over the input.

Effective and efficient fusion is an ongoing research project the functional programming research com-
munity. One foundational (though uncommonly-used) approach is supercompilation [181] which attempts
essentially full program specialization. Another more recent approach uses a sophisicated type system to
expose and exploit fusion opportunities [42]. However, most approaches to fusion in functional language
compilers simplify the problem by attempting to fuse programs only by specializing compositions of com-
mon built-in combinators. Most famous among such approaches is a pair of essentially dual techniques,
short-cut fusion [75] fusion and stream fusion [47]. The former transforms functions into a composition
of unfolds and folds to attempt to fuse them together, essentially turning list programs into push stream
programs. This approach is employed inside GHC to fuse list functions. The latter transforms list functions
into corresponding pull stream functions, which fuse “automatically”.

Beyond these approaches, many modern fusion passes employ ad-hoc systems based on rewriting. In
these systems, compiler authors carefully develop lists of equations that can be applied to transform less
efficient programs into more efficient fused ones: for example map g (map f xs) =map (g . f) xs.
Then, the system searches over a user program, finding possible matches for the LHS, and transforming
them into the RHS. Recently, the more principled approach of equality saturation [174] has become a
popular way of systematicaly exploring the space of rewriting results [135, 189].

These rewriting and pattern matching approaches are especially popular in high-performance com-
puting compilers, where fusion is critical to avoid materializing large matrices. Array languages like
Futhark [87] and machine learning frameworks like Jax [70], Tensorflow [4], and PyTorch [142] all use

pattern-matching and rewriting fuson to optimize sequences of matrix operations into optimized ker-
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nels [49, 170].

Fusion and streaming would seem to be inexerably tied together. Indeed, many of the above-mentioned
techniques for fusing functional code work by transforming (arbitrarily sized) intermediate data structures
into streams of (constant-sized) values, and processing them incrementally instead of in batch. Conversely,
fusion is critical for streaming, since intermediate allocations have the potential to nulify the resource
usage guarantees that many streaming libraries attempt to provide. As such, many fusion techniques are

directly applicable to the problem of fusing streaming programs, and often transfer directly.

2.3.1 Fusion with Metaprogramming

Most important to this document is metaprogramming-based or staging-based fusion. Staging-based fu-
sion takes a different approach from rewriting: rather than attempting to fuse together some programs
after the fact, they instead focus on interpreting code as metaprograms which directly generate fused
code. This approach is exemplified by metaprogramming community’s emphasis on “DSLs without re-
gret” [33, 160], where library combinators are designed so that their compositions automatically code-
generate efficient code that does not allocate any intermediates. A particularly influential example, based
on the stream fusion technique of Coutts et al. [47], is Stream Fusion to Completeness [105]. This paper
uses typed metaprogramming to transform compositions of pull stream combinators into fused impera-
tive streaming programs. We draw heavily on these techniques in Chapter 6 for our own compilation

strategy for AY.

2.4 Substructural and Ordered Type Systems

Most of the area of type system design deals with adding complex typing rules that add expressivness to
type systems in order to rule out bad behavior. Substructural type systems take a somewhat different tack,
instead removing rules to rule out bad behavior!

Substructural type systems are so named for the three structural rules of type systems (Figure 2.1).
Unlike most of the rules in a type system, which govern the behavior of different type constructors, the

structural rules are purely focused on manipulating the typing context. Read bottom-to-top, the rules say
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Figure 2.1: The Structural Rules

the following:

« The WEAKENING rule says that a subcontext of variables can be thrown away. This means that you

don’t always have to use all of your variables, and any of them can be “dropped”.

« The CoNTRACTION rule says that a subcontext of variables can be duplicated. This means that you

can use variables as many times as you wish.

« The ExcHANGE rule says that you can always permute the order of subcontexts. This means that

variables may be listed in any order.

Taken together, these three rules say that the context is essentially a bag of variables. This is how most
simple (as opposed to dependent) type systems behave. Indeed, in many papers on type systems, this
context behavior is assumed, and so these rules are simply implicit in the presentation.

A type system is substructural if it forgoes one or more of these rules, restricting the way that variables
can be used. Substructural type systems are derived from susbtructural logic, the study of the logical
systems that emerge when you play the same trick (removing structural rules) on a logical system of
inference [154].

Working in a substructural system that uses only a subset of these rules changes not only how variables
can be used, but also how the product type A X B behaves in the type system. For example, in a system
without CONTRACTION, there is no term witnessing A — A X A, while in a system without WEAKENING,
the product does not have projections A X B — A and A X B — B. As we will see in Chapters 4 and 5, we
can use this connection to our advantage in the reverse direction. If we know what equations we want to

hold of the product type, we can choose the subset of structural rules to match.
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2.4.1 The Substructural Zoo

The most famous susbtructural type system is linear types, based on Girard’s linear logic [76]. In linear
types, you drop WEAKENING and CONTRACTION, but keep ExcHANGE. With this combination of rules,
every variable must be used exactly once. Wadler introduced linear types to programming languages—
already well-understood in the logic world— with the dictum “Linear Types can Change the World!” [186].
With this, he was referring to the fact that linear types enable in-place updates without aliasing concerns,
since the type system guarantees exclusive access to linear values®.

Moreover, linear types can be used to model resources that must be “consumed” exactly once, like file
handles, network connections, or memory allocations. By statically enforcing that these are consumed
exactly once, the type system can prevent resource leaks and use-after-free errors [25, 62, 177].

Closely related to linear types are affine types, which drop CoNTRACTION but keeps both WEAKENING
and ExcHANGE. This means that variables may be used at most once—they can be dropped, but not dupli-
cated. Affine types enforce many of the same safety properties as linear types, i.e. preventing use-after-free

errors, weakening means that resources may be leaked.

2.4.2 Bunched Type Systems

A close cousin of substructural types are bunched types. Owing to the logic of bunched implication (BI)
[141] that underlies separation logic [95, 155], bunched type systems generalize the structure of contexts
from lists to trees. While normal contexts are generated by the grammar T := - | x : s | I,T, bunched
contexts add another context former to getI' := - | x : s | I, T | I'; I'. This generates a logic where there are
naturally two product types: one that corresponds to the comma context former (i.e. the usual product),
and a new one that corresponds to the semicolon context former (a new product).

In the original formulation of B, the semicolon connective is fully structural (has all three structural
rules), while the comma connective is linear. This, in turn, generates two products, one fully structural and
the other linear. However, it need not be this way: one could choose different structural rules for either or

both of the context formers, and get different products out.

$Though much of the early literature on linear types conflates the two, linearity and uniquness are not the same. This is
discussed in detail by Marshall et al. [127]
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2.4.3 Ordered Type Systems

Type systems with (at least one of the context conectives having) WEAKENING, but no CONTRACTION or
EXCHANGE are of primary interest to this dissertation. In such a type system, you must use each vari-
able at most once, in the order they appear in the context (we’ll choose left-to-right). Compared to the
other substructural type systems described above, ordered types are seldom studied in the programming
languages literature. Indeed, the most famous use of ordered “types” is in proof-theoretic form with the
Lambek calculus [114]. However, some research in programming languages has explored ordered types
for language design and verificaiton.

Concurrent with the Stream Types project, work by Saffrich et al. [163] uses ordered types as an al-
ternate encoding of typestate [173], ensuring that resources like file handles are first opened and then
closed. The type system they propose is remarkably similar to the one we develop in Chapter 3, using a
bunched context with only one of the context formers ordered. Older work has also used ordered types
for modeling concurrency [56] and for logic programming [148]. The most closely related work to ours
is undoubtedly that of Kodama et al. [107], which employs ordered types for a sort of stream process-
ing! Their system uses an ordered type system to translate XML-processing code—which pattern-matches
against and extracts fields from static XML documents—into stream-processing code that incrementally

transforms documents represented as streams of tags. This is real a conceptual parallel to our work.
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Chapter 3

Delta: Functional Programming with Streaming

Semantics

The expressive power of a programming language derives from its strictures,

and not from its affordances.

— Robert Harper

As evidenced by the enormous body of related work presented in the previous chapter, stream pro-
cessing is extremely widely practiced across computing. However, there are few programming models for
actually building stream processing programs. To a first approximation (aside from approaches specific to
databases), either (a) one builds streaming state machines manually, defining stateful functions to accept
and process events, or (b) one uses a functional-style stream processing language or library, and builds
their program out of pre-defined high-level streaming primitives like map or filter.

Both of these approaches have downsides. Thinking in state machines is too low of an abstraction
level for most tasks, where programmers simply want to define transformation on sequences and have it
run incrementally. This issue is fixed by instead using a streaming library, which allows programmers to
operate at a much higher level of abstraction. While this works for many tasks, the common streaming
primitives are occasionally too high of a level of abstraction programmers must take the idea for a sequence
program they have in their head, and cram it down into the set of combinators. In the limit, this often looks
like writing everything in terms of fold, which is (in essence) just like writing state machines. To illustrate
this phenomenon, where streaming libraries require programmers to contort themselves to express simple

programs, we consider the following simple example:

A Nasty Example Suppose we had a stream of integers S, representing (say) the brightness of some
light sensor as a number between 0 and 100, reported once per second. Our goal is to transform this to a

stream of numbers that are averages of elements of S during runs when it went above some fixed threshold
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k. For example, for k = 50, an instance of this transformation might look like the following.

11, 30, 53, 56, 53, 30, 10, 60, 10,... —> 54,60,...

Importantly, this function runs incrementally, i.e. the 54 is produced in the output as soon as the “run”
ends, and the input drops below 50 (when the 30 arrives).

How would we write this program in a functional stream combinator library of the form discussed in
Chapter 2? Atfirst glance, this may seem like a straightforward use of filter: we filter out elements below
k, and then compute averages. But filtering the stream “forgets” where one run ends and the next begins,
preventing us from computing averages. Another idea is to use a window, using some kind of average
as our windowed operation. Unfortunately, this cannot be accomplished with windowed operations that
use standard window-creation strategies’, since the runs are of an unknown and dynamically-determined
length.

Unfortunately, the best option is to fold over the stream holding onto a state containing an option
which, if a run is active, contains (a) the length of the current run and (b) the total. Each time a run ends,

we output the average of the run. In Apache Flink [38], this takes the form of the code below.

xs.flatMapwithState((x : Int, st : Option[Int,Int]) =>
st match {
case None => if x > k then ([],Some(1,x)) else ([],None)
case Some(num, tot) =>
if x > k then
([1,Some(num + 1, tot + x))
else

([(x + tot) / (num + 1)], None)

While beauty is in the eye of the beholder, I personally find this program objectionable on aesthetic
grounds, and I feel unhappy to have written it. More importantly, this monolithic fold solution is poor

software engineering practice. It mixes concerns, lacks clarity, and is not composed of reusable parts: The

"This window-based approach can work if the language supports advanced data-dependent windowed operations, as has been
proposed by some prior work [82]. Indeed, this light-levels example was developed from a use-case in this paper.
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logic of collecting runs above k is intermixed with emitting an average once the run ends. This kind of
contortion and mixing of concerns is common to code written in the combinator style.

Indeed, I am far from the first to notice that writing sequence (or streaming) code in purely terms of
list combinators is bad for reading and writing alike. Recent research in PL/HCI has shown that functional
programmers are significantly more productive when given the full expressive power of functional list

code, compared to when they are restricted to combinators [123]. All of this begs the question...

Is There Another Way? Stepping back, if you have random access to the stream (i.e. it is an in-memory
list instead), writing this operation as an idiomatic functional list program is straightforward:

runs k [1 = []

runs k (x:xs) = if x <= k then runs k xs

else let (run,rest) = span (> k) yx in

(x:run):(runs rest)

averageSingle run =

let n = length run in

let x sum run in

X/ n

averageRuns k xs = map averageSingle (runs k xs)

The solution averageRuns first calls runs to compute a list of lists, one sublist for each run. Then, it maps
averageSingle over that list of runs, which computes the length and sum of each run, and then divides
them. The runs function is the most intricate. It walks the input list, looking for the first element above
k. Once it does, it calls span (> k) on xs to compute run — the largest prefix of xs whose elements are
all above k — and rest — the remainder of the list after run. Finally, it returns the first run x: run, cons’d
onto the recursive call runs k rest to construct the sequence of runs from the remainder of the input.
This solution is interesting for a few reasons. First, it requires nested lists. In a language with only lists
(or streams) of base types, this solution would not be implementable. Next, it uses combinators like map,
length, sum, and span, but it is not restricted to them. In particular, runs makes critical use of pattern
matching, as well as nil and cons. The combinators are also applied at non-base types: map is used to
map over a list of lists, not a list of base types. Last, the runs function makes use of nonstructural general

recursion by recursing on the rest of the list.
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Of course, none of this would seem to have anything to do with stream processing. Enter: Delta. Delta
is a prototype programming language with the syntax of standard functional list programming — providing
the constructors nil and cons, pattern matching with case, and general recursion—but the semantics of
a stream processing language. In other words, we can write normal list programs, and have them run
incrementally. Of course, not all list programs have well-behaved incremental interpretation: how would
one stream the reverse program? The insight of Delta is that using an ordered and affine substructural
type system is a sufficient condition. Orderedness guarantees that variables are used in the same order
that their values will arrive, while affinity ensures that values need not be stored in memory between uses.
We explore all this and more in the next section, where we take a deep dive into Delta’s syntax, types, and

semantics. The implementation of Delta can be found at https://github.com/alpha-convert/delta.

3.1 Delta Tutorial and Examples

Our first example of a Delta program—which adds one to each element in a stream of Ints— is shown

below. is shown below:

fun addone(xs : Intx) : Int* =

case xs of

| nil => nil

| x::ys => (x + 1) :: addone(ys)
Delta programs are defined as a sequence of top-level functions using OCaml-style syntax. The type of
streams of Ints in Delta is written Int+, inspired by regular expressions. Syntactically, values of this type
are constructed with nil and cons, and destructed with case. Semantically, when the first integer ng of
the incoming stream xs arrives at addone, the number ny gets bound to x, gets incremented, and then
is immediately forwarded along into the output stream. When the next element n; arrives, this process
repeats, with n; bound to the head of ys. When, then, does the nil case of the match run? Streams of type
Int* aren’t just a stream of ints, they also include an “end of stream” marker. If at any point the addone
function receives an end of stream marker on xs, it will take the nil branch of the match. Since the nil
branch also returns nil, it will send the “end of stream” marker into its output.

Below is a slightly more complicated example, which takes a stream of ints and produces the stream
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of odd-indexed elements of the input, starting from zero.

fun odds(xs : Int*) : Intx =
case xs of
| nil => nil
| _::ys => case ys of
| nil => nil
| z :: zs => z :: odds(zs)
When the first element of xs arrives, it is dropped, since the head is bound to a wildcard pattern _. When
the next element arrives, it is bound to z, which is immediately forwarded along into the output. The

program then makes a recursive call on the rest of the stream zs, which has the effect of jumping back to

the start.

3.1.1 Delta’s State Machine Semantics

Note that the semantics of this Delta program implicitly define a state machine with three states: (1)
waiting on the first branch, (2) waiting on the second branch, (3) done. However, the programmer does
not have to explicitly define the states or event handlers of this machine. In fact, all Delta programs are
state machines, which gives them their incremental semantics. A good mental model of a delta program’s
state machine semantics follows; we make it formal with an operational semantics in Chapter 4.

When an event arrives on the input stream, we now have a concrete value for a prefix of the input
variable to the function. Le. in the addone example, when the first Int v arrives, the data required to
run (1) the outer case analysis, and (2) the first argument of the cons (::) are completely known. As
such, we can simply run this prefix, emit any results onto the output stream, and then step to a new state
including only the remainder of the program. In the addone case, this remainder term is just the recursive
call addone(ys). Then, when we receive more input, we repeat the same process on the remainder.

Slightly more precisely: for a Delta stream transformer defined by some code ey with input stream xs,
its state machine interpreation is given by a machine with initial state ep—the code for the term itself. The

state transition function is given by the following procedure. When some event arrives v arrives on xs:

1. Get the current state e.
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2. Compute €', the largest closed prefix of the term e that is concrete, given the input event v
3. Evaluate e’, and send its results (if any).
4. Compute e”’, the remainder of e after e’, and set this as the new state.

This style of formal semantics where terms define state machines is unusual but not actually novel,

having been pioneered by the Esterel language [26].

3.1.2 The Ordredness Checker

Delta’s state machine semantics imposes an implicit requirement on the structure of programs that are not
met by all list programs. In particular, it is important that “e’, the largest closed prefix of the term e that
is concrete” exists! This puts a burden on the typechecker, which must then statically enforce that the list
program the user has written can be implemented as a streaming program. It turns out that a substructural
ordered type discipline is the right constraint to impose here.

To illustrate, consider the following program, which swaps adjacent pairs of elements in a stream:

fun swap2(xs : Intx) : Int* =
case xs of
| nil => nil
| y::ys => case ys of
| nil => nil
| z 12 zs => 2z :: y :: swap2(zs)
This program cannot be executed by Delta’s state machine semantics: when the first element of xs arrives
(bound to y), its first usage (on the right-hand side of the : :) comes after the first element z of the tail ys
= z::zs. The prefix of the program that uses y is “blocked” behind a use of z.

To prevent this, Delta’s type system includes an orderedness check: variables must be used in the same
order—in the sense of being to the left/right of :: or other sequential operations— as the data that gets
bound to them arrives. The head of a list arrives before its tail, and also before any of the elements of the
tail, and so on. As we will see, destructing other types also induces orderings on the bound variables.

Delta also imposes an affineness restriction, which means that variables can only be used once. This

restriction exists to simplify the semantics of the language, and is not a practical programming impediment.
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Variables can explicitly be used multiple times using the wait construct, which we discuss in Section 3.1.5.

3.1.3 Rich Stream Types

Int+ is not the only type in Delta. In fact, Delta’s types are extremely rich, and can define much more
interesting shapes of streams. One example of a stream type is just the type Int, sans star. A stream of
type Int is just a “singleton” stream, on which there is exactly one value of type Int. To receive a stream
of type Int is to expect to receive exactly one Int. To produce a stream of type Int is to be obligated
to produce exactly one Int. Relatedly, the unit stream type 1 is a singleton stream containing a single
value of the unit type. Streams of type Int and 1 are introduced in Delta with numerical literals and (),
respectively. Ints are eliminated with arithmetic or comparison.

There is also an empty stream type called epsilon, written Eps. There is exactly one stream of this type,
and it contains no events. To produce a stream of type Eps, one simply does nothing, and when accepting
an input of type Eps, one expects to receive nothing. Note that this is not a bottom or void type — it is
always possible to produce a stream of type Eps with the term eps (which sends nothing), and you cannot
do anything special (such as derive absurdity) if given a variable of type Eps.

For any stream type s, we can form the type s+*. A stream of this type is zero or more streams of type
s, one after another. The values of type s+* also includes punctuation elements [180] after each sub-stream
of type s, to tell when one ends and the next begins. In this way, a stream of type (for example) Int==* is
distinguishable from one of type Int=*. Additionally, there is a final “done” punctuation mark after the last
s. A stream of type s* will always contain finitely many sub-streams of type s. However, consumers of
streams of type s* do not get to know how many ss they will receive, and so from their perspective the
stream is unbounded. Dually, a producer of a stream of type s* does not at any point have to commit to
how many ss it will send in the future; if it so choses, it can continue to send more as long as it wishes.

Next is the concatenation type. Given stream types s and t, we can form the type s.t. Streams of
this type look like a stream of type s followed by a stream of type t, with a punctuation mark separating
them to eliminate any possible confusion. Streams of type s .t are introduced with (e1;e2) — which first
runs e1 and then runs e2 to produce their outputs in order — and eliminated with let (x;y) = e in

?

e’ — where data will first be bound to x when it arrives, and then bound to y when the first component
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completes. These terms are both subject to orderedness and affineness restrictions. Because the e1 in
(e1;e2) will run first, its variables must have their data arrive first. Similarly, the x bound in let (x;y)
= e in e’ must be used before the y.

Last, we have sum types. For types s and t, there is a sum type s + t. A stream of this type is either a
stream of type s or a stream of type t, preceeded by a boolean that says which of the two is about to take
place. Sums are introduced with inl(e) and inr(e) — which first sends the corresponding boolean and
then runs e — and eliminated with a case analysis just like that for star streams.

While extremely elegant, these types are not merely a theoretical curiosity. Delta’s rich language
of stream types are actually a large part of what gives it its expressive power, and is a major difference
between Delta and existing streaming languages®. For an example of how Delta programs can be written

compositionally thanks to the expressive stream types, see Section 3.1.10

Singletons and Head

In most streaming languages, all streams can have unbounded length. But in many practical situations,
a stream will only be expected to contain a single element; a constraint that cannot be expressed with
homogeneous streams. Using stream types, we can write stream transformers that are statically known to
only produce a single output. For example, the “head” function is trivially expressible in the same manner
as head on lists, as shown on the right. If the stream is empty, we return inr(eps). If there is a head, we

return it and discard the tail.

fun head [s] (xs : s*) : s + Eps =
case xs of
nil => inr(eps)

[y 2 _ =>1inl(y)

3.1.4 Writing Combinators in Delta

Of course, the standard list functions like map, filter, and fold are, on the whole, extremely beneficial.

They lift the level of abstraction of stream programming up to an acceptable level (much higher than mere

8The expressive power of these types (as opposed to “streaming semantics with list syntax”) was the original framing of this
whole line of work, as presented in the PLDI’24 Stream Types paper.
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state machines), and make it feasible to do stream programming “in the large”. It would be a shame to
have a stream programming language without them. Luckily, all of the common streaming functions are
implementable from the primitives Delta provides. In fact, most of them are written essentially identically

to their list-programming equivalents.

Functions as Macros in Delta

Since most of these streaming combinators are higher order functions, we must discuss how Delta handles
higher-order functions. Support for higher order functions in Delta is limited, but they can be imple-
mented using macros. A function written as fun g<f : Int -> Int>(x : Intx) : Intx = eisa
macro which takes another function f : Int -> Int asa parameter. Calls to g in other functions then
look like g<f’>, where ' is either (a) another function defined at top level, or (b) a call to yet another
macro. If the macro g is recursive, its recursive calls do not receive a macro argument—all recursive usages
of a macro get passed the initial macro parameter f. This discipline ensures that the macro usage does not
depend on runtime data, and so higher-order functions can be fully resolved to A% terms statically. Nei-
ther of these features—standard top-level functions and higher-order macros—require the use of first-class
function types, which Delta does not currently support. Defining true higher-order functions would allow
for streams of functions, such as (s -> t)=.

Functions in Delta can also be (prenex-) polymorphic [134]. Polymorphic functions definitions are
annotated with an list of their type arguments, like fun f[s,t](x : s*) : t*x = e. When such a

function is called, the type arguments must be passed explicitly like f[Int,Bool].

Map

Given a transformer from s to t, we can lift it to a transformer from s+* to t* with a map operation. The
code for this function is essentially identical to the familiar functional program, but it runs incrementally,

applying f to each element in turn as it arrives.

fun map [s,t] <f : s -> t> (Xs : s*) : t* =
case xs of

nil => nil
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| 'y :: ys => f(y) :: map(ys)

Note that the type of map is also more general than the standard map function from streaming libraries,
which has type (a — b) — (Stream a — Stream b). The types s and t here can be arbitrary Delta
types, not just base types. For example, picking s,t = Int and instantiating f with addone, we get

map[Int*,Int*]<addone>, which is a streaming transformer of type Int** -> Int**.
FilterMap

fun filterMap[s,t]<f : s -> t + Eps> (XS : s*) : tx=
case xs of
nil => nil
| y :: ys => case f y of
| inl(t) => t :: filterMap(ys)

| inr(_) => filterMap(ys)

Similarly, given a “predicate” function f from s to t + ¢ (the streaming version of ¢ option), we can

transform an incoming stream of s=* to include just the transformed elements which pass the filter.

Let-Binding in Delta

One might think to rewrite filterMap like this, let-binding the call to filterMap(ys), and hoisting the

binding out of the case.

fun filterMap[s,t]<f : s -> t + Eps> (Xs : s*) : tx=
case xs of
nil => nil
[y :: ys =>
let zs = filterMap(ys) in
case f y of
| inl(t) => t :: zs

| inr(_) => zs

Is this an order-checker violation in Delta? After all, the let-binding uses ys and it appears syntactically

before the use of y. In fact, this program typechecks in Delta, and executes identically to the previous
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version. This program is not an order-checker violation because the bound variable zs is used in the two
branches of the case after y is used, so the usage of ys happens temporally after the usage of ys. More
formally, the RHS of a let-binding does not run until the data it depends on data arrives. One should think
about let in Delta approximately as they think about let in Haskell: the binding is evaluated as needed.

For formal details about how let-binding interacts with orderedness, see Chatper 4.

3.1.5 Using State

All of the programs so far have been stateless, as enforced by Delta’s ordered and affine type system. But
sometimes you really do need to use state! Delta includes a construct called waiting to explicitly pull data
out of an incoming stream and save it in memory. If x is a variable, we can write wait x do e end to
buffer the entire stream bound to x into state. Once x is complete, this continues the streaming computation
e, which then has random access to x and may use it as many times as it wishes, in any order. If e is a
streaming expression, we can also write wait e as x do e’ end as sugar for let x = e in wait x

’

do e’ end. Of course, wait must be used with care. If the type of x includes substreams of type s+, this
operation may require potentially unbounded memory®.

We refer to variables that have been wait’d on as “historical variables”, as they contain data that arrived
in the past. We can refer to historical variables using historical programs, written {M}. Here, Mis a program
in the “historical sublanguage”, essentially a by-value functional language that can express arbitrary non-
streaming combinations, and has access to historical variables. Once you’ve saved data into memory, you
can do anything with it that you like, without being subject to Delta’s restrictions.

To demonstrate the use of wait and historical programs, we show how they can be used to write the

stutter2 and swap2 disallowed by the orderedness checker.

fun stutter2[s](xs : s*) : (s . s)* =
case xs of
| nil => nil

| y::ys => (wait y do ({y};{y}) end) :: stutter2(ys)

fun swap2[s](xs : s*) : sx =

case xs of

9We return to this concern in Chapter 5, when we discuss Yoink and 1Y
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[ nil => nil
| yi:ys =>
wait y do
case ys of
| nil => nil
| z::zs => z::{y}::swap2(zs)

end

Folds

Delta can express both running folds (or scans), which output a stream of all their intermediate states, and
functional folds, which output only the final state.
fun fold [s,t] <f : {t}(s) -> t>{acc : t}(xs : s*) : t =
case xs of
nil => {acc}
| vy :: ys => wait f{acc}(y) as acc’ do
fold{acc’}(ys)
end

The (functional) fold transducer maintains an in-memory accumulator of type t; this gets updated by a
streaming step function f : {t}(s) -> t that takes the state ¢ and the new element s and produces a
t. The whole fold takes a stream xs of type s* and an initial accumulator value acc : t, and it eventually
produces the final state t. Folds that return only the final state cannot be given this rich type in traditional
stream processing languages (for the same reason as the head and tail functions). As for map, the code
for fold is very similar to the traditional functional program: the only distinction is the inclusion of waits
to marshal data into memory.

We can also define a running fold, which outputs its partial results as it goes.

fun runningFold[s,t]l<f : {t}(s) -> t>{acc : t} (xs : s*x) : t* =
case xs of
nil => nil
| v :: ys => wait f{acc}(y) as acc’ do
{acc’'} :: runningFold{acc’}(ys)

end

46



As discussed in Chapter 2, fold is essentially complete for (single-input, push-based) stream programs.
In this sense, the definition of fold in Delta is a proof that it is as expressive as any other streaming or

library based on push streams.

Filter

We can use mapMaybe to build a traditional predicate-based filter by lifting a predicate f of type {s} —
Bool to a streaming function s -> s + Eps with 1iftP. This program simply waits for its argument to

arrive, then applies the predicate to the in-memory s.

fun 1iftP[s]<f : {s}(Eps) -> Bool>(x : s) : s + Eps =
wait x, f{x}(eps) as b do
if {b} then inl({x}) else inr(eps)

end

fun filter<f : {s}(Eps) -> Bool>(xs : s*) : sx =

mapMaybe[s,s]<liftPred<f>>(xs)

3.1.6 Windowing and Punctuation

Windowing is another core concept in stream processing systems, where aggregation operations like mov-
ing averages or sums are defined over “windows”—groupings of consecutive events, gathered together
into a set. In Delta, these transformers are just maps over a stream whose elements are windows. Given a
per-window aggregation transformer f from an individual window s# to a result type t, plus a “window-
ing strategy” win which takes a stream r+* and turns it into a stream of windows s*+*, we can write the
windowed operation as map<f>(win(xs)). Delta can express a variety of windowing strategies, includ-
ing sliding and tumbling size-based window operators, as well as punctuation-based windowing, where
windows are delimited by punctuation marks inserted into the stream.

Many kinds of windows have been considered in the literature. The most common windows are event-
based — windows defined by the number of elements they’ll contain — and time-based — windows that
contain all the events from a fixed length of time. Windows can also be tumbling — the next window starts

after the previous ends — or sliding — every event could begin a new window.
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In Delta, windowed operators are just maps over a stream whose elements are windows. Given a per-
window stream transformer f which takes windows s+ to a result type t, and a “windowing strategy” win
which takes a stream r* and turns it into a stream of windows (s*)*, we can write a windowed operation
of type r*» -> txasfollows: xs : rx |- map(f)(win(xs)) : t=.

For example, if we wanted to compute a size-3 sliding sum of a stream of Ints, we would use a win-
dower win which takes Int* to (Int+)* where the inner streams are the windows, and f from Int=* to
Int is the sum operation.

Every per-window function commonly used in stream processing practice operates on entire windows
at once, which is accomplished in Delta by wait-ing on the whole window, and then aggregating it with

an embedded historical program. For this reason, we focus primarily on the window construction aspect.

Fixed-Size Tumbling Windows

The k-size tumbling windower creates windows of size k, where each new window starts immediately
after the last window ended. For instance when k = 2, a stream 1,2,4,7,3,8,... turns into a stream
(1,2),(4,7),(3,8),.... The code for a fixed-size tumbling window is exactly the functional code for com-
puting k-strides of a list, by grouping together the first k elements, and recursing down the rest of the

stream.

fun firstN[s]{n : Int}(xs : s*) : s* . s* =
case xs of
nil => (nil;nil)
| y::ys => if {n > o} then
let (predN;rest) = firstN{n-1}(ys) in
(y::predN;rest)

else (nil;y::ys)
fun tumble[s]{k : Int}(xs : s*) : s** =
let (first;rest) = firstN[s]{k}(xs) in first :: tumble{k}(rest)
k-size window transformers can actually have the even stronger output type (s¥) «, where s* is the
k-fold concatenation of s. If the window function being used requires that the windows all have exactly

size k (like taking pairwise differences for k = 2), this type can be used instead. The following program
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implements size-2 windows with this stronger type by casing two-deep into the stream at a time, and
pairing up elements into concatenation pairs.

fun parsepairs[s](xs : sx) : (s . s)* =
case xs of
nil => nil
| y :: ys => case ys of
nil => nil

| z :: zs => (y;z) :: parsepairs(zs)

Fixed-Size Sliding Windows

A k-sized sliding windower produces a new window for each new element, including both the new element
and the k — 1 previous ones. The code for this windower keeps the current window under construction in
memory. When each new stream element arrives, we emit the current window. For the first k elements,
we only add to the window. After k, we start evicting from the window.

fun slidingWindower(acc : s*; XS : S%) : S*x =
case xs of
nil => acc :: nil

| y::ys => wait y do

let next = {if lacc| < k then y :: acc else y :: (init acc)} in
next :: slidingWindower(next;xs)
end

Punctuation-Based Windows

Time-based windows are commonly implemented by way of punctuation: unit elements inserted into a
stream to authoritatively mark that a period of time has ended. This is required because in the presence
of network delays, it’s impossible to know if a time period is over (and so a window can be emitted) or
if there are more elements in the period to arrive. A punctuated stream has type (Eps + s)=*, where the
punctuation events mark the end of each time period.

The following code computes a windowed stream s+** from a punctuated stream (Eps+s)* by emitting

windows which are the (potentially empty) runs of s between punctuation marks.
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fun tilFirstPunc[s](xs : (Eps + s)*) : s* . (Eps + S)* =
case xs of
nil => (nil;nil)
| y::ys => case y of
inl _ => (nil;ys)
| inr s => let (cur;rest) = tilFirstPunc(ys) in

(s::cur;rest)

fun puncWindow[s](xs : (Eps + s)*) : s*% =
let (run;rest) = tilFirstPunc[s](xs) in

run :: puncWindow(rest)

(Lack Of) Time Based Windows

At present, Delta has no notion of time, and so it has no time-based windows! As will be discussed in the
next section, Delta is actually a completely deterministic language. Time-based windows are inherently

nondeterministic, as they make processing decisions based on arrival time.

3.1.7 Parallel Type

Delta actually has one last type, the parallel type. Given streams of type s and t, we can form the stream
type s| |t (pronounced “s par t”). A stream of this type is a stream of type s interleaved with a stream
of type t, origin-tagged to avoid confusion. This type models parallel streams, of the form described in
Chapter 2. Producing a stream of type s| | t, requires independently producing a stream of type s and a
stream of type t, while consuming a stream of type s| |t requires independently consuming streams of

these types.

3.1.8 Partitioning and Routing

A crucial streaming idiom is partitioning, where a single stream of data is split into two or more parallel
streams, which are then routed to different downstream nodes in the dataflow graph. The purpose of
partitioning is to expose parallelism: the different downstream operators can be run separately, potentially

on different physical machines. Depending on the situation, a programmer may choose to use different
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partitioning strategies. In Delta, some common partitioning strategies are directly implementable.

Round Robin Partitioning

A round-robin partitioner distributes an incoming stream of type s* fairly into a parallel pair of streams
s* || s=. It does this by sending the first element to the left branch, the second to the right, the third to
the left, and so on. In Delta, we write this by maintaining a boolean accumulator, and negating after each
item. If the boolean is true, we send the element left, if it’s false, we send it right.

fun roundRobin[s]{b : Bool}(xs : s*) : s* || s* =
case xs of
nil => (nil,nil)
| y::ys =>
let (zs,ws) = roundRobin{!b}(ys) in

if b then (y::zs,ws) else (zs,y::ws)

Decision-Based Partitioning

A decision-based partitioner routes stream elements based on the result of a predicate.

fun decPartition[s,t,r]<f : (s) -> t + r>(xs : s*) : tx || r* =
case xs of
nil => (nil,nil)
| yi:ys =>
let (ts,rs) = decPartition(ys) in
case f(y) of
inl t => (t::ts,rs)

| inr r => (ts,r::rs)

3.1.9 Determinisitic Merge

Parallel streams of star type can be synchronized, pairing off one element from one stream with one element
of another. Given a stream of type s* || tx, we can produce a stream of type (s || t)*. This type’s
similarity to the standard functional program zip is more than just surface level: the program below has

essentially the same code.
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fun syncl[s,t](xs : s*, ys : t*) : (s || t)* =
case xs of

nil => nil

’ ’

| x"::xs' => case ys of

nil => nil

| y'::ys’ => wait x',y’ do
{(x",y")} =2 sync(xs’,ys")
end
Semantically, this program waits until a full element from each of the parallel input streams has ar-
rived, sends them both out, and then continues with zipping the two tails. This is necessarily blocking: the
output type guarantees that exactly one s and ¢ will be produced before the next pair begins, and so we
must wait for both to arrive before sending the other out. The upshot is that because this program is well
typed in Delta, it is necessarily deterministic. Moreover, for parallel streams of windows, synchronization
enables database-style streaming joins. Given parallel streams (s*)* and (t*)*, we can synchronize to

get (s* || t=)=, and then apply a join operation to each parallel pair of windows.

3.1.10 The Brightness Levels Example

The core type of the brightness-levels example from the beginning of the chapter can be encoded as the type
(Int . Intx)*:astream of nonempty streams of Ints, representing “runs” of brightness levels greater
than some threshold. The thresholding operation thresh takes a stream of Ints and produces runs of
elements above the threshold. Whenever the incoming stream goes above the threshold t, we collect all of
the subsequent elements into a run, emit it, and recurse down the rest of the stream. This uses an operation
spanGt : {Int} (Intx) -> Int . Int= thatreturns the initial “span” of elements above t, followed
by the rest of the stream. It’s important to note that thresh does not wait for a complete run to produce
output: as soon as the first element above t arrives, it is forwarded along, as are all subsequent elements
until the stream drops below t. In contrast with homogeneously typed streaming languages, Delta’s type
safety guarantees that thresh outputs a stream that adheres to the protocol, and ensures downstream
transformers do not have to replicate this parsing logic.

We can use this parsed stream of runs to compute per-run averages, by mapping an averageSingle
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operation—taking Int . Int=to Int—over the stream of runs. This operation is defined by computing
the sum and length of a run in parallel, waiting for the results, then computing the average. If it consumed
a homogeneous stream type like (Start + Int + End)=, this average-each-run operation would need
to be written in a low-level, more stateful manner, remembering the current run of Ints until an End
event arrives, averaging, and handling the divide-by-zero error which could in principle occur if no Ints
arrived between a Start and an End. The complete program, first calling thresh, and then mapping

averageSingle over the stream of runs, is averageAbove.
fun thresh{t : Int}(xs : Int*) : (Int . Int*)x =
case xs of
nil => nil
| y :: ys => wait y do
if {y > t} then
let (run;rest) = spanGt{t}(ys) in
({y};run) :: thresh{t}(rest)
else
thresh{t}(ys)

end

fun averageSingle (run : Int . Intx) : Int =
let (x;xs) = run in
let (sm,len) = (sum(xs), length(xs)) in
wait x,sm,len do
{(x + sm) / (1 + len)}

end
fun averageAbove{t : Int}(xs : Int*) : Intx =

map<averageSingle>(thresh{t}(xs))

3.1.11 FM Radio Example

Strymonas [105, 106] is a stream processing library in OCaml, focused on low latency code. Strymonas is
notable for using multi-stage programming to guarantee complete stream fusion of all operations down
to a single imperative loop. The flagship application example used by the Strymonas project is an AM

softare-defined radio [106], which is a hundred or so lines of Strymonas OCaml code. To give an example
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of how Delta can make the sort of combinator-heavy code nicer to read, write, and maintain, we present
the process of writing an indicative function here.

One important routine in the AM radio module is upsampling. Upsampling takes a stream, and repli-

rate_to

Tate from Limes. The way that this must be written in

cates each sample in the stream some number k =
Strymonas is quite strange: they flat_map a function over the stream that takes each sample s, builds the

list from 0 to k — 1, and then maps const s over it, to replicate the value s k times.

let upsample (rate_from:int) (rate_to:int) : ’'a stream -> 'a stream =
let k = rate_to / rate_from in
assert (k > 1 8§ k *» rate_from = rate_to );
flat_map (fun s -> map (Fun.const s) (from_to C.(int @) (C.int (k - 1))))
Importantly, k is completely known at compile time.
Because of this, we can give this program the much nicer type s — s - ... - s, with k copies. For k = 2,

we write this program as

fun dup2[s](x : s) : s . s =
wait x do
({x}; {x})

end

fun upsample2[s](xs : s*): (s . s)* = map<dup2> xs

If we wanted to give this the weaker type s* -> (sx)* (potentially because k was large), this is also
straightforward:

fun dup[sl{k : Int}(x : s) : s+ =
wait x do
{ replicate k x }

end

fun upsample[s]{k : Int}(xs : s*) : s#x =

map<dup{k}>(xs)

Of course, to arrive at the original type of the strymonas example, we can simply postcompose this

function with concat, written as usual.
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3.2 Delta Implementation Details

The implementation of Delta can be found at https://github.com/alpha-convert/delta. The core of this

implementation is a direct-style interpreter for 157

core calculus presented in Chapter 4. The rest of the
implementation is simply a set of desugarings, typechecking passes, macro expansions, and elaborations
that transform the human-writeable surface syntax down into the core calculus. We briefly describe this
sequence of transformations here.

The implementation first lowers the surface syntax to an “elaborated syntax” via a transformation
which eliminates shadowing, resolves function calls, and transforms the syntax into the sequent calculus
representation by introducing intermediate variables for subexpressions. Elaborated terms are then type-
checked. Typechecking expands macros and produces monomorphizers of AT terms: functions from closed
types (to plug in for type variables) to monomorphic 157 terms. Terms of base type can then be evaluated

with a definitional interpreter that implements the 157

semantics. The typechecker uses an orderedness-
checking algorithm for typechecking our variant of ordered & bunched terms. While we have tested the
typechecker with many terms, we have not proved that the algorithm is sound and complete with respect
to the declarative type system. The interpreter, on the other hand, is very straightforward: it is a direct

AST

translation of the semantics into code.
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Chapter 4

A°T the Formal Foundation of Delta
In this chapter, we present 157, the ordered type theory that underlies Delta. We begin by defining the
most important constructors of stream types and the corresponding features of the term language; these
form the “kernel” of the 25T calculus. The rest of the types and terms of Full 157 will layered on bit by bit
in Section 4.1. The complete definitions are somewhat lengthy and hence presented in Appendix A. Full
proofs can be found in the associated Rocq mechanization, found at .

The concatenation constructor - describes streams that vary over time: if s and t are stream types, then
s -t describes a stream on which all the elements of s arrive first, followed by the elements of t. A producer
of a stream of type s - t must first produce a stream of type s and then a stream of type ¢, while a consumer
can assume that the incoming data will first consist of data of type s and then of type t. The transition point
between the s and ¢ parts is handled automatically by 157’s semantics: the underlying data of a stream of
type s - t includes a punctuation marker [180] indicating the cross-over. One consequence of this is that,
unlike Kleene Star for regular languages, streams of type s* are distinguishable from streams of type s* - s*
because a transformer accepting the latter can see when its input crosses from the first s* to the second.

On the other hand, the parallel stream type s||t describes a stream with two parallel substreams of types
s and ¢. Semantically, the s and t components are produced and consumed independently: a transformer
that produces s||t may send out an entire s first and then a ¢, or an entire ¢ and then the s, or any interleaving
of the two. Conversely, a transformer that accepts s||t must handle all these possibilities uniformly, by
processing the s and t parts independently. To enable this, each element in the parallel stream is tagged
to indicate which substream it belongs to. This means that streams of type s||t are isomorphic, but not
identical, to streams of type t||s, and similarly Int*||Int* is not the same as Int*.

Parallel types can be combined with concatenation types in interesting ways. For example, a stream
of type (sl|t) - r consists of a stream of interleaved items from s and ¢, followed (once all the s data and ¢
data has arrived) by a stream of type r. By contrast, a stream of type (s - t)||(s” - t’) has two interleaved

components, one a stream described by s followed by a stream described by t and the other an s’ followed
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by a t’. The fact that the parallel type is on the outside means that the change-over points from s to t and
s’ to t’ are completely independent.

The base type 1 describes a stream containing just one data item, itself a unit value. The other base
type is ¢, the type of the empty stream containing no data; it is the unit for both the - and || constructors—
ie,s-¢e-s,¢||s and s||e are all isomorphic to s, in the sense that there are 15T transformers that convert
between them.

In summary, the Kernel 157

stream types are given by the grammar on the top left in Figure 4.1. (So
far, these types can only describe streams of fixed, finite size. In Section 4.1.2 we will enrich the kernel
type system with unbounded streams via the Kleene star type s*.)

What about terms? Recall that our goal is to develop a language of core terms e, typed by stream types,
where well-typed terms x : s + e : t are interpreted as stream transformers accepting a stream described by
s and producing one described by t. The term e runs by accepting some inputs as described by s, producing
some outputs as described by t, and then stepping to a new term e’, with an updated type t’, that is ready
to accept the rest of the input and produce the rest of the output. This process happens reactively: output
is only produced when an input arrives. The formal semantics of 157 is described in Section 4.0.2.

To represent stream transformers with multiple parallel and sequential inputs, we draw upon insights
from proof theory. Both the types s - t and s||t are product types, in the sense that a stream of either of
these types contains both the data of a stream of type s and a stream of type t—although the temporal
structure differs between the two. A standard observation from proof theory is that, in situations where a
logic or type theory includes two products with different structural properties, the corresponding typing
judgment requires a context with two different context formers.!°

The first context former, written with a comma (I', A), describes inputs to a transformer arriving in
parallel, one component structured according to I' and the other according to A. The second context former,
written with a semicolon (T ; A) describes inputs that will first arrive from the environment according to

I, then according to A.

These interpretations are enforced by restricting the ways that these contexts can be manipulated using

1Such bunched contexts were first introduced in the Logic of Bunched Implication [141], the basis of modern separation
logic [155]. Our bunched contexts differ from those of BI by the choice of structural rules: our substructural type former is affine
ordered, while the BI one is linear.
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Figure 4.1: Kernel 1°' syntax and typing rules

structural rules. Comma contexts can be manipulated in all the ways standard contexts can: their bindings
can be reordered (from I', A to A, T’) duplicated, and dropped. Semicolon contexts, on the other hand, are
ordered and affine: a context I' ; A cannot be freely rewritten to a context A ; T, and a context I' cannot be
duplicated into I';; T'. These restrictions enforce the interpretation of I' ; A as data arriving according to I'
and then A: to exchange them would be to allow a consumer to assume that the data is sent in the opposite
order, and to duplicate would be to assume that the data input will be replayed.

Thus, part of our type system is substructural: the semicolon context former is ordered (no exchange)
and affine (no contraction), while the comma context former is fully structural. Both context formers are
associative, with the empty context serving as a unit for each. (The full list of structural rules can be found
in the extended Stream Types paper [48]) Formally, stream contexts are drawn from the grammar at the

top right of Figure 4.1.

4.0.1 Kernel Typing Rules

AST

The typing rules for Kernel are collected in Figure 4.1. The typing judgment, written I" I e : s, says

that e is a stream transformer from a collection of streams structured like T' to a single stream structured
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like s. 1

The most straightforward typing rule is the right rule for parallel (T-PAR-R). It says that, from a context
T, we can produce a stream of type s||t by producing s and t independently from T, using transformers e;
and e,. We write the combined transformer as a “parallel pair” (ey, ;). Semantically, it operates by copying
the inputs arriving on T', passing the copies to e; and e;, and merging the tagged outputs into a parallel
stream. Similarly, the T-CAT-R rule is used to produce a stream of type s-¢. It uses a similar pairing syntax—
if term e; has type s and e, has type t, then the “sequential pair” (e;; e;) has type s - t—but the context in
the conclusion differs. Since e; needs to run before ey, the part of the input stream that e; depends on must
arrive before the part that e, depends on. Semantically, this term will operate by accepting data from the I'
part of the context and running e;; once e; has produced its output it will switch to running e;, consuming
data from A.

These right rules describe how to produce a stream of parallel or concatenation type. The correspond-
ing left rules describe how to use a variable of one of these types appearing somewhere in the context.
Syntactically, the terms take the form of let-bindings that deconstruct variables of type s -t (or s||t) as pairs
of variables of type s and t, connected by ; (or,). We use the standard BI notation T'(—) for a context with
a hole and write I'(A) when this hole has been filled with the context A. In particular, I'(x : s) is a context
with a distinguished variable x.

The T-Par-L rule says that if z is a variable of type s||t somewhere in the context, we can replace its
binding with with a pair of bindings for variables x and y of types s and ¢ and use these in a continuation
term e of final type r. When typing e, the variables x and y appear in the same position as the original
variable z, separated by a comma—i.e., x and y are assumed to arrive in parallel. Similarly, the rule T-CaT-L
says that if a variable z of type s - t appears somewhere in the context, it can be let-bound to a pair of
variables x and y of types s and t that are again used in the continuation e. This time, though, x and y are
separated by a semicolon—i.e., the substream bound to x will arrive and be processed first, followed by the
substream bound to y.

T-Eps-R and T-ONE-R are the right rules for the two base types, witnessed by the terms eps and ().

1To simplify aspects of the semantics, the typing rules are presented in sequent-calculus style, rather than the more familiar
natural-deduction style. The main difference is that sequent calculi have left and right rules—describing how to eliminate a
connective when it appears in the context or in the result type—in place of natural deduction’s introduction and elimination
rules.
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Semantically, eps does nothing: it accepts inputs on I' and produces no output. On the other hand, ()
emits a unit value as soon as it receives its first input and never emits anything else.

The variable rule (T-VAR) says that if x : s is a variable somewhere in the context, then we can simply
send it along the output stream. Semantically, it works by dropping everything in the context except for
the s-typed data for x, which it forwards along.

The rule T-SuBCTtx bundles together all of the structural rules as a subtyping relation on contexts. For
example, the weakening rule for semicolon contexts is written I' ; A < T" and the comma exchange rule is

' ,A<A,T.

Examples and Non-Examples

To show the typing rules in action, here are two small examples of transformers written in Kernel 157,
as well as three examples of programs that are rejected by the type system. The first example is a sim-
ple “parallel-swap” transformer, which accepts a stream z of type s||t and outputs a stream of type ¢|[s,

swapping the parallel substreams:

z:sl|tFlet (x,y) = zin (y,x) : t|ls

It works by splitting the variable z : s||t into variables x : s and y : ¢ and yielding a parallel pair with the

order reversed.

4 4
T-VAR ———  T-Var
x:sky:t y:tkx:s
T-CaT-R
x:s;y:tk(y;x):t-s
T-CaT-L

z:s-t+lets (x;y) =zin (y;x) 1 £+

The most important non-example is the lack of a corresponding “cat-swap” term, which would accept a

stream z of type s - t, and produce a stream of type t - s. This program is undesirable because it is not
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implementable without a space leak. Implementing it requires the entire stream of type s to be saved in
memory to emit it after the stream of type .12 The natural term for this program would be let; (x;y) =
zin (y;x), but this does not typecheck. Applying the syntax-directed rules gets us to a point where we
must show that y has type t in a context with only x and that x has type s in a context with only y. This is
because the T-CAT-R splits the context, but the variables are listed in the opposite order from what we’d
need. The lack of a structural rule to let us permute the x and y in the context means that there is nothing
we can do here, and a typechecker will reject this program.

The second example is a “broadcast” transformer, which takes a variable x : s and outputs a stream of
type s||s, duplicating the variable and sending it out to two parallel outputs: x : s F (x, x) : s|s.

The second non-example is the “replay” transformer, which would (if it existed) take a variable x : s
and produce a stream s - s that repeats the input stream twice. This is the concat-equivalent of the broadcast
transformer, and it is undesirable for the same reason as the cat-swap program: it would require saving
the entire incoming stream of type s in order to replay it. This time, the failure of the natural term (x; x)
to typecheck comes down to the lack of a contraction rule for semicolon contexts: we are not permitted
to turn a context x : s into a context x : s;x : s.

The last non-example is a “tie-breaking” transformer, which would take a stream z : Int||Int of two
ints in parallel and produce a stream of type Int by forwarding along the Int that arrives first. This
program, like others that require inspecting the interleaving of substreams in a stream of type s||t, is not

expressible. In Section 4.0.3, we’ll prove that a well-typed program cannot implement this behavior.

4.0.2 Prefixes and Semantics

AST. The natural notion of “values” in this semantics is finite prefixes

We next define the semantics of Kernel
of streams, and the meaning of a well-typed term I I- e : s is a function that accepts an environment map-
ping variables in I to prefixes of streams and produces a prefix of a stream of type s. Because the streams
that 15T programs operate over are more structured than traditional homogeneous streams—including

cross-over punctuation in streams of type s - t and disambiguating tags in streams of type s||t—the prefixes

are also more structured. That is, a prefix in 157 is not a simple sequence of data items, but a structured

12 A program with this behavior is actually implementable in 157, but only with a special additional construct—see Section 4.1.5—
ensuring that leaky programs like this one cannot be written accidentally.
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epsEmp : prefix (&) oneEmp : prefix (1) oneFull : prefix (1)

p : prefix (s) p’ o prefix(t)
p’ o prefix(t) p : prefix(s) p : prefix(s) p maximal
parPair(p,p’) : prefix (s||t) catFst(p) : prefix(s-t) catBoth(p,p’) : prefix(s-t)

Figure 4.2: Prefixes for Types

value whose possible shapes are determined by its type [125].

There are two prefixes of a stream of type 1: the empty prefix, written oneEmp, and the prefix containing
the single element (), written oneFull. Similarly, the unique stream of type ¢ has a single prefix, the empty
prefix, which we write epsEmp.

What about s||t? A parallel stream of type s||t is conceptually a pair of independent streams of type s
and ¢, so a prefix of a parallel stream should be a pair parPair(py, p;), where p; is a prefix of a stream of
type s, and p, is a prefix of a stream of type t. Crucially, this definition encodes no information about any
interleaving of p; and py: the prefix parPair(py, p;) equally represents a situation where all of p; arrived
first and then all of p,, one where p, arrived before p;, and many others where the elements of p; and p,
arrived in some interleaved order. In a nutshell, this definition is what guarantees deterministic processing.
By representing all possible interleavings using the same prefix value, we ensure that a transformer that
operates on these values cannot possibly depend on ordering information that isn’t present in the type.

Finally, let’s consider the prefixes of streams of type s - t. One case is a prefix that only includes data
from s because it cuts off before reaching the point where the s - t stream stops carrying elements of s and
starts on t. We write such a prefix as catFst(p), with p a prefix of type s. The other case is where the
prefix does include the crossover point—i.e., it consists of a “completed” prefix of s plus a prefix of t. We
write this as catBoth(p, p’), with p a prefix of s and p’ a prefix of ¢. The requirement that p be completed
is formalized by the judgment p maximal, which ensures that the prefix p describes an entire completed
stream (see the extended Stream Types paper [48] for details). We formalize all these possibilities as a
judgment p : prefix (s), shown in Figure 4.2.

Every type s has a distinguished empty prefix, written emp, and defined by straightforward recursion

on s (see the extended Stream Types paper [48]). We then lift the idea of prefixes from types to contexts,
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n(x) —p p : prefix(s) n : env (D) n : env(A)
n:env() n:env(x:s) n:env(T,A)

n : env (D) n : env(A) (pmaximalonT) V (npemptyOn A)
n:env(l;A)

Figure 4.3: Environments for Contexts

defining an environment n for a context I' to be a mapping from the variables x : s in I' to prefixes of
the corresponding types s; we write this with a judgment  : env (I') (Figure 4.3). Besides ensuring
that n has well-typed bindings for all variables, the judgment ensures that the prefixes respect the order
structure of the context. In particular, an environment 5 for a semicolon context I' ; A must assign prefixes
in order: the prefixes for T', the earlier part of the context, must all be complete before any of the prefixes
for A can begin. In other words, either 1 assigns maximal prefixes to every variable in '=which we write

nmaximalOn I'—or 5 assigns empty prefixes to every variable in A—which we write n emptyOn A.

Semantics

We next describe how well-typed 15T terms behave with an operational semantics. Given a well-typed
term T + e : s and an input environment  : env (T'), this semantics describes how to run e with 7 to
produce an output prefix p. It also describes how to produce a “resultant” term e’ that is ready to continue
the computation once further data arrives on the input stream data. Formally, the semantics is given by
a judgment n = e | ¢/ = p, pronounced “running the core term e on the input environment 7 yields
the output prefix p and steps to e’ The rules for this judgment are gathered in Figure 4.4 and described
below; the full set of rules for all of 15T can be found in Appendix A.

The following theorem establishes the soundness of the Kernel 157

semantics, formalizing the intuitive
description given above: If we run a well-typed core term e on an environment 5 of the context type, it will
return a prefix p with the result type s and step to a term e’ that is well typed in context “the rest of I'” after
n and has type “the rest of s” after p. The “rest” of a type (or context) after a prefix (or environment) is,
intuitively, its derivative with respect to the prefix (or environment), in the sense of standard Brzozowski

derivatives of regular expressions [35]—we make this formal in Section 4.0.2. Most critically, the types

of the variables in e and e’ are different: if x has type s in e, then x has type J,(x)s in ¢/, having already
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consumed 7(x).

Theorem 4.0.1 (Soundness of the Kernel 15T Semantics). Suppose: T + e : s andn : env(T). Then there
are p and e’ such thatn = e | ¢’ = p, withp : prefix(s) and 5, (') r e’ : 6, (s)

See the mechanization for the proof of soundness for Full 157,

In light of the soundness theorem, the operational semantics can be thought of as defining a reactive
state machine. Well-typed terms I - e : s are the states, while the semantic judgment defines the transition
function: when new inputs 7 arrive, the machine produces an output prefix p and steps to a new state

Oy (T) + €’ : 5, (s). This form of semantics—a state machine with terms themselves as states, typed by

derivatives—was pioneered by the Esterel programming language [26].

Semantics of the Right Rules

The right rules for parallel and concatenation are the simplest to understand. For S-PAR-R, we accept an
environment 7 and use it to run the component terms e; and e,, independently producing outputs p; and
P2 and stepping to new terms e} and e}. The pair term (e, e;) then steps to (e/, e;) and produces the output
parPair(pi, p2).

There are two rules, S-CAT-R-1 and S-CAT-R-2, for running the concatenation pair (ej;ez) : s - t. In
either case, we begin by running e; with the environment 7, producing a prefix p and term e]. If p is not
maximal, we stop there: more of the input is needed for the first component to produce the rest of s, so it is
not yet time to start running e, to produce t. This case is handled by S-CAT-R-1, where the resulting term is
(¢/; €2) and the output prefix is catFst(p). On the other hand, if p is maximal, then we also run e;, which
steps to e; and produces a prefix p’ using rule S-CAT-R-2; the entire term then outputs catBoth(p, p’) and
steps to e;. Note that the pair is eliminated in the process: we step from (e;; e) to just e;. This is because
we are done producing the s part of the s - £, and so a subsequent step of evaluation only has to run e; to

produce the rest of the ¢.

Semantics of Variables

The variable semantics S-Var is a simple lookup. We find the prefix bound to the variable x in the environ-

ment, return it, and then step to x itself.
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’

S-Car-L-2

n=let; (x;y) =zine | letx =sink,ine’[z/y] = p’

S-Eps-R

n = eps | eps = epsEmp

S-ONE-R

n= ()| eps = oneFull

Figure 4.4: Incremental semantics of Kernel 157
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Semantics of Left Rules

The left rules for concatenation and parallel are similar, both accepting an environment 5 with a binding
for z : s ® t where ® is one of the two products, binding variables x and y of types s and t to the two
components of the product, and using the updated environment to run the continuation term. In the case
of the left rule for parallel (S-PAR-L), looking up z of type s||¢t will always yield a prefix parPair(py, p2).
The rule binds p; to x and p, to y and runs the continuation term, stepping to e’ and producing the output
prefix p. Then the whole term steps to let (x,y) = zine’ and produces p.

The left rule for concatenation has two cases, depending on what kind of prefix comes back from the
lookup for z. If the lookup yields is catFst(p), then the rule S-CAT-L-1 applies. Since no data for y has
arrived, we bind y to emp,, the empty prefix of type ¢, and run the continuation.!® If the result comes back
as catBoth(p, p’), then the rule S-CAT-L-2 applies, so we run the continuation with x and y bound to p
and p’.

Both rules output the prefix obtained from running the continuation, but they step to different resulting
terms. If n(z) = catFst(p), then the resulting term must be another use of Cat-L: the variable z still
expects to get some more of the first component of the concatenation, and then the second component. If
n(z) = catBoth(p, p’) on the other hand, the z stream has crossed over to the second part. In this case, we

close over the (now not-needed) x variable in e’ and connect z to the y input of e’ by substituting y for z.

Derivatives

When p : prefix (s), we write 6, (s) for the derivative [35] of s by p—the type of streams that result after
a prefix of type p has been “chopped off” the beginning of a stream of type s. Because this operation is
partial—d,, (s) is only defined when p : prefix (s)—we formally define this as a a 3-place relation, written
as & (s) ~ s’ and pronounced as “the derivative of s with respect to p is s’” (see Figure 4.5).

The derivative of the type 1 with respect to the empty prefix oneEmp is 1 (the rest of the stream is the en-
tire stream), and its derivative with respect to the full prefix oneFull is ¢ (there is no more stream left after

the unit element has arrived). For parallel, the derivative is taken component-wise. The interesting cases

13This need to compute emp, from t at runtime to bind to y +> emp, is the reason that the term for T-Cat-L, let, (x;y) = zine,
includes a t in the syntax. In Section 4.1, the case analysis expressions for star types and sum types will have similar annotations
for the same reason.
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5 (s) ~ s

5epsEmp (5) ~ € 50neEmp (1) ~1 SoneFull (1) ~ €& 5catht(p) (S : t) ~s -t
Sy (t) ~ 1’ 8 (s) ~ s Sp (£) ~ 1’
5catBoth(p,’p) (s-t)~t 5parPair(p,p') (sllt) ~ s"|It/

Figure 4.5: Derivatives

are those for the concatenation type. If the prefix has the form catFst(p), the derivative Scatrst(p) (s - 1)
is (8, (s)) - t, i.e, some of the s has gone by but not all, and once it does we still expect ¢ to come after
it. On the other hand, if the prefix has the form catBoth(p, p’), the derivative dcatgotn(p,pr) (s - t) is just
3y (t), i.e., the s component is complete, and the rest of the stream is just the part of ¢ after p’.

This definition is lifted to contexts and environments pointwise: if x : s is a variable in T, the derivative

of 6, (T') has x : §,(x) (s) in the same location.

4.0.3 The Homomorphism Property and Determinism

The semantics is designed to run a stream transformer on “input chunks” of any size, from individual input
events one at a time all the way up to the entire stream at once. The cost of this flexibility is that it raises
the question of coherence—i.e., whether we are guaranteed to arrive at the same final output depending
on how we carve up a transformer’s input into a series of prefixes. Fortunately, this is indeed guaranteed.
Coherence is a corollary of our main technical result: a homomorphism theorem that says running a term
e on an environment 7 and then running the resulting term e’ on an environment 1’ of appropriate type

produces the same end result as running e on the combined environment 4

Theorem 4.0.2 (Homomorphism Theorem). Suppose
L. Tre:s
2. n:env(l)

3. 0" : env (8, (D))

4This theorem is similar to the “factorization independence” property required of stream transducers in work by Mamouras
[125], or the “eager evaluation” of Laddaj [113].
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4. p : prefix(s),

5 p' : prefix (8, (s))
6.n=ele =p

7.0 =>ele =y

7

Then, ifn-n’ = el e = p”, wehavep” =p-p’,and e’ =¢”

The proof of this theorem for Full 157 can be found in the corresponding Rocq development [CITE].

The operation p - p” here is prefix concatenation, which takes a prefix p of type s and a prefix p” of type
Jdp (s) and produces the prefix of type s that is first p and then p’. Formally, this is defined as a 3-place
partial inductive relation p - p” ~ p”’, which is defined when p and p’ have types s and §, (s), respectively.
The operation 1 - n” ~ n” does the same for environments. See Appendix A for details.

The theorem’s name derives from a reframing of the result: when we view prefixes and environments
as a monoid under concatenation, the homomorphism property says that core terms e behave like a sort of
stateful monoid homomorphism: e(n-5") = e(n)-e’(n’), where e’ is the term that e steps to after processing
n.

The homomorphism theorem not only justifies running the semantics on prefixes of any size; it also
implies deterministic processing of parallel streams. Intuitively, determinism states that the results of a
stream transformer do not depend on the particular order in which parallel data arrives. We formalize this
through the following scenario. Suppose I', I I e : s is a term with two parallel contexts serving as its
input, and suppose that 7 is an environment for I, I”. Write ; = n|r and n; = 5|1, for the restrictions of 5
to the variables in T and T, respectively. There are two different ways of running e on this data. One is to
first run e on 1y U empp, (which has 5; bindings for I" and then the empty prefix for everything in I'") and
then run the resulting term on 7, U empr (with an empty prefixes for I'). The other does the opposite, first
running e on 1, U empr and then running the resulting term on r; U empy,. Determinism says that these

strategies produce equal results.
Theorem 4.0.3 (Determinism). Suppose
L. T, re:s
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2. n: prefix(T,T7)
3 plrYempr, = el eg = prandnlr Uempr = e | e = po
4. nlr Uempr = e | € = p)
5 nlrUempr = e | e, = p,
Then e; = e; and p1 - p; = p| - p5.

Proof. By two uses of Theorem 4.0.2, we have:

[,I" - parPair(p;, empr)parPair(empr,ps) = e | ea = s- pips

7,1

I',T" - parPair(empr, pz)parPair(py, empr) = e | e = s - pi'p;

But the definition of prefix concatenation for parallel tells us that both of these inputs are equal to parPair(ps, ps):

prefixConcatparPair(p;, empr)parPair(empr, pz) = parPair(ps, p2)

= parPair(empr, p2) - parPair(p;, empr)

By the fact that the inputs uniquely determine the outputs of the incremental semantics, this means that

the resulting terms e, and e; are equal, and the outputs s - pip; and s - p{'p,’ are also equal, as required. O

Two crucial observations make the proof work. First, prefixes are morally canonical representatives of
equivalence classes of sequences of stream elements, up to the possible reorderings defined by their type
[169]. The homomorphism theorem then guarantees that these normal forms are processed composition-
ally, and so are independent of the actual temporal ordering of parallel data—it suffices to compute on the
combined normal forms from the two steps

Since the publication of the Stream Types paper, this perspective on determinsim has been formalized by
Laddad et al. [113], who proved a very general form of the theorem above. Any stream processing program
that (1) “behaves homomorphically” (i.e. the chunk size of inputs does not matter), and (2) structures

parallel inputs so that concatenation along distinct channels commutes, must be deterministic. Follow-on
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work by Hou et al. [90] inspects the converse, showing that a broad class of deterministic stream programs

can be implemented as stateful monoid homomorphisms.

4.1 Full 25T

We now sketch the remaining types and terms of 157 that are not part of Kernel A57.

4.1.1 Sums

Sum types in 15T

, written s+t, are tagged unions: a stream of type s+t is either a stream of type s or a stream
of type t, and a consumer can tell which. Streams of type s are not the same as streams of type s + s, and
streams of type s + ¢ are isomorphic to, but not identical to, streams of type t +s. Operationally, a producer
of a sum stream sends a tag bit before sending the rest of the stream, to tell downstream consumers which
side to expect. Conversely, a consumer of s + ¢ first reads the bit to learn which it is getting next.

A prefix of s + t can be a prefix of one of s or one of ¢, written sumInl(p) or sumInr(p), or it can
be sumEmp, the empty prefix of type s + ¢, which does not even include the initial tag bit. The deriva-
tives with respect to these prefixes are defined as follows: (a) the empty prefix takes nothing off the type

(Osumemp (s +1) = s + t) and (b) the two injections reduce to taking the derivative of the corresponding

branch of the sum (Ssunrni(p) (s +t) =6 (s) and Ssuntnr(p) (s +1) = 5p (1)).

Fte:s I'(x:s)rFep:r I'(y:t)rey:r
T-Sum-R-1 T-Sum-L-Surr
F'tinl(e):s+t I'(z:s+1t)Fcase (z,x.e,y.ep) :

The typing rules for sums are the normal injections on the right (T-Sum-R-1 and a symmetric rule T-Sum-
R-2) and a case analysis rule on the left (T-Sum-L-Surr). The right rules operate by prepending their
respective tags and then running the embedded terms. The left rule does case analysis: if the incoming
stream z comes from the left of the sum, it is processed with ey; if from the right, e,. To run a sum case
term, the semantics must dispatch on the tag that says if the stream z being destructed is a left or a right.

But the prefix z might not include a tag, if only data from the surrounding context has arrived. In this
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case, z will map to sumEmp, and we have no way of determining which branch to run. The solution is to
run neither! Instead, we hold on to the environment, saving all incoming data to the program until the
tag arrives. Once we get a prefix that includes the tag, we continue by running the corresponding branch

with the accumulated inputs. Note that this buffering is necessarily a blocking operation!®.

n:env(I(z:s+1t)) I'(x:s)rep:r I'(y:t)rey:r
T-Sum-L

Op (I(z:s+1)) Fcase, (n;z,x.e1,y.e3) : 1

All this requires a slightly generalized typing rule (T-Sum-L) that includes a buffer environment n :
env (T'(z : s + t)) of the context type in the term. This buffer holds all of the input data we’ve seen so far.
As prefixes arrive, we append to this buffer until we get the tag. Accordingly, the context in this rule is
Oy (I'(z : s + t)): the term is typed in the context consisting of everything after the part of the stream that
has so far been buffered.

Fortunately, the only typing rule that a 15T programmer needs to concern themselves with is T-SUM-L-SURF.
While writing the program, and before it runs, the buffer is empty (7 = empr(,.544)). In this case, the
Oy (T(z:s+1t)) = I'(z : s+ t), and so the generalized rule T-Sum-L simplifies to the “surface” rule,

T-Sum-L-Surr. Full details on the semantics of case analysis can be found in Appendix A.9.

4.1.2 Star

Full 257 also includes a type constructor for unbounded streams, written s* because it is inspired by the
Kleene star from the theory of regular languages. (We do not need to distinguish between unbounded finite
streams and “truly infinite” ones, because our operational semantics is based on prefixes: we’re always only
operating on “the first part” of the input stream, and it doesn’t matter whether the part we haven’t seen
yet is finite or infinite.) The type s* describes a stream that consists of zero or more sub-streams of type s,

in sequence.

5 Depending on the rest of the context, it could also require unbounded memory! Fortunately, we believe we can detect this,
and flag it as a warning to the user: running a case on z : s + ¢ in a context I'(z : s + t) could require buffering all variables to the
left of z or in parallel with z in the context. Unbounded memory is required if and only if any of those variables have star type.
We hope to demonstrate this formally in future work.
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In ordinary regular languages, r* is equal to ¢ + r - r*. In the language of stream types, this equation
says that a stream of type r* is either empty (¢) or a stream of type r followed by another stream of type
r*—i.e., srx can be understood as the least fixpoint of the stream type operator x + ¢+r-x. The definitions
of prefixes and typing rules for star all follow from this perspective.

In particular, prefix(s*) = prefix(e + s - s*). The empty prefix of type s*, written starEmp, is
effectively the empty prefix of the sum that makes up s*. The second form of prefix—the “done” prefix
of type s*—is written starDone. It corresponds to the left injection of the sum, and receiving it means
that the stream has ended. Note that, despite containing no s data, this prefix is not empty: it conveys the
information that the stream is complete. The final two cases correspond to the right injection of the sum,
i.e., a prefix of type s - s*. This is either starFirst(p), with p a prefix of s, or starRest(p,p’), with p a
maximal prefix of type s and p’ another prefix of s*.

For derivatives, the empty prefix leaves the type as-is (Sstaremp (5*) = s*). Because no data will arrive
after the done prefix, the derivative of s* with respect to starDone is ¢. In the case for starFirst(p), after
some of an s has been received, the remainder of s* looks like the remainder of the first s followed by some
more s*, so the derivative is defined as Sstarrirst(p) (s*) = (8p (s))-s*. Finally, Sstarrest (pp) (5*) = 8 (s*).

The typing rules for star are again motivated by the analogy with lists. There are right rules for nil
and cons and a case analysis principle for the left rule. The “nil” rule T-STAR-R-1 corresponds to the left
injection into the sum s* = ¢ + s - s*: from any context, we can produce s* by simply ending the stream.
The “cons” rule T-STAR-R-2 is the right injection: from a context I';A, we can produce an s* by producing

one s from I' and the remaining s* from A.

T-STAR-R-1
T'+nil:s*

Treg:s AFey:s*
T-STAR-R-2

[;AFe::ey:s”

Operationally, this should run the same way as the T-CAT-R rule: by first running e;, and if an entire

s is produced, continuing by running e, to produce some prefix of the tail.
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The T-Star-L rule is a case analysis principle for streams of star type: either such a stream is empty,
or else it comprises one s followed by an s*. The fact that the head s will come first and the tail s* later
tells us that the variables x : s and xs : s* should be separated by a semicolon in the context. Like T-Sum-L,
this rule includes a buffer, collecting input environments until the prefix bound to z is enough to make the

decision for which branch of the case to run.

I'(Yre:r F(x:s;x5:8 ) Fey:r n :env([(z:sY))

T-STAR-L
8y (T(z : ™)) F cases, (p;z, e, x.x5.€5) : T

The semantics of the right rules are straightforward: the rules for T-STAR-R-1 are like those for T-Eps-R,
while the rules for T-STAR-R-2 are like those for T-CAT-R. The semantics of T-STAR-L is just like T-Sum-L,
buffering input prefixes until either (a) we get z +— starDone, at which point we run e;, or (b) we get
z > starFirst(p) or z +— starRest(p, p’), in which case we run e,. For full details on the semantics of

star, see Appendix A.9.

4.1.3 Let-Binding

Full 15T also allows for more general let-binding. Given a transformer e whose output is used in the input of
another term e’, we can compose them to form a single term let x = e in ¢’ that operates as the sequential
composition of e followed by e’. The rules for this construct are in Figure 4.6 1°. Note that this sequencing
is not the same kind of sequencing as in a concat-pair (e;e’). The latter produces data that follows the
sequential pattern s - ¢, while the former is sequential composition of code. When a let binding is run, both
terms are evaluated, and the output of the first is passed to the input of the second. An important point to
note is that this semantics is non-blocking: even if e produces the empty prefix, we still run e’, potentially
producing output.

The semantic rule S-LET for let-binding (in Figure 4.6) is a straightforward encoding of this behavior.

18Traditionally in sequent calculi, this rule, known as “Cut,” is introduced only to be immediately shown to be admissible.
We expect the cut rule in Kernel 15T will indeed be admissible. Indeed, Frumin [71] has proven that BI plus an arbitrary set of
structural rules admits cut but we have not proven it for Kernel 1T, Because the point of cut elimination is to enable effective
proof search, whereas we are most interested in the calculus from a programming perspective, we will not dwell on this point.
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Are:s I(x:s)re :t e inert
T-LeT

I'(A)rletx=eine :t

n=ele =p nx—pl=ele=7p

’

S-LET
n= letx=ejine; | letx =ejine, = p

Figure 4.6: Rules for Let-Bindings

Given the input environment 1, we run the term e, bind the resulting prefix p to x, and run the continuation
e/, returning its output. The resultant term is another let-binding between the resultant terms of e and e’!”.

The typing rule T-LET says that if e has type s in context A and e’ has type t in a context I'(x : s) with a
variable of type s, we can form the let-binding term let x = e in¢’, which has type ¢ in context T'(A). The
soundness of the semantics rule S-LET depends on a subtle requirement: e must not produce nonempty
output until e’ is ready to accept it. This is enforced by the third premise of the T-LET rule, which states
that e must be inert: it only produces nonempty output when given nonempty input. This restriction rules
out let-bindings such as letx = () ine¢’, since the semantics of () always produces nonempty output
(namely oneFull), even when given an environment mapping every variable to an empty prefix!®. In

actuality, inertness is not a purely syntactic condition on terms, but depends also on typing information.

To this end, inertness is tracked like an effect through the type system: see Appendix A.7.0.1 for details.

4.1.4 Recursion

To write interesting transformers over s* streams, we provide a way to define transformers recursively.
Adding a traditional general recursion operator fix(x.e) does not work in our context, as arrow types
are required to define functions this way. We instead add explicit term-level recursion and recursive call
operators. The program fix (eargs) - (€) defines a recursive transformer with body e and initial arguments
eargs- Recursive calls are made inside the body e with a term rec (eargs), which calls the function being

defined with arguments e,rgs. This back-reference works in the same way that uses of the variable x in

7If you’re reading this, hi! You’ve decided to read very deep into my dissertation, a choice that demonstrates somewhat
questionable taste in reading material. For your dedication, you get this easter egg.

8Because such let-bindings are essentially trivial, we expect that they can be eliminated, and hope to investigate this in Future
Work
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the body of a traditional fix point fix(x.e) refer to the term fix(x.e) itself. This function-free approach is
approach is inspired by the concept of cyclic proofs [34, 54, 65] from proof theory, where derivations may
refer back to themselves. Alternatively, one can think of this construction as defining our terms and proof
trees as infinite coinductive trees; then the term-level fix operator defines terms as cofixpoints.

In brief, to typecheck a fixpoint term, we simply type its body e, assuming that all instances of the rec
in e have the same type as the fixpoint itself. Then, to run a fixpoint term fix (eargs) - (€), the rule unfolds
the recursion one step by substituting the body e for instances of rec in itself, then runs the resulting term,
binding all of the arguments to their variables. Full details of the typing rules and semantics of fixpoints
can be found in Appendices A.7 and A.9.

Naturally, this semantics can lead to non-termination, as fix(rec) unfolds to itself.!® To bound the
depth of evaluation, we step index both semantic judgments by adding a fuel parameter that decreases
when we unfold a fix. The semantic judgment then looks like n = e |" ¢/ = p: when we run e on 7, it
steps to e’ producing p and unfolding at most n uses of fix along the way.

A5T semantics

The inclusion of a step index now means that there are well-typed terms about which the
say nothing at all. In particular, an “infinite generator” term - Fyogec fix(() :: rec) : 1*, which runs
forever and should produce an infinite sequence of unit values, has no meaning in A57. Semanticists may

find this behavior odd, but it mimics the incremental semantics of present-day stream processing systems,

which wait for a step of computation to terminate before sending out any of its results.

4.1.5 Stateful Transformers

In the 25T typing judgment T + e : s, the variables in T range over future values that have yet to arrive at
the transformer e. The ordered nature of semicolon contexts means that variables further to the right in I'
correspond to data that will arrive further in the future. This imposes a strong restriction on programming:
if earlier values in the stream are used at all, they must be used before later values; once a value in the stream
has “gone by,” there is no way to refer to it again. By using variables from the T’ context, a term e can refer

to values that will arrive in the future; but it has no way of referring to values that have arrived in the

YCyeclic proof systems usually ensure soundness by imposing a guardedness condition [34] which requires certain rules be
applied before a back-edge can be inserted in the derivation tree. Because we are not primarily concerned with A5T as a logic at
the moment, we leave a guardedness condition to future work.
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Q+rM:(s)
QITH{M:s):s

T-HistPem

Figure 4.7: Historical Program Typing Rule

past. This limitation is by design: from a programming perspective, referring to variables from the past
requires memory, which is a resource to be carefully managed in streaming contexts. Of course, while
some important streaming functions (e.g., map and filter) can get by without state, but many others (e.g.,
“running sums”) require it. In this section, we add support for stateful stream transformers.

To maintain state from the past, we extend the typing judgment of 157 to include a second context, Q,
called the historical context, which gives types to variables bound to values stored in memory. We write
Q | T+ e:stomean “e has type s in context I' and historical context Q”.

What types do variables in the historical context have? Once a complete stream of type (Int*||Int*) -
Int* has been received and is stored in memory, we may as well regard the data as a value of the standard
type (list(Int) X list(Int)) X list(Int) from the simply typed lambda-calculus (STLC). In other
words, parts of streams that will arrive in the future have stream types, parts of streams that have arrived
in the past can be given standard STLC types. The “flattening” operation (s) transforms stream types into
STLC types. The interesting cases of its definition are (s - t) = (s||t) = (s) X (t) and (s*) = list ((s)).

The historical context is a fully structural: Q == -| Q,x : A, where the types A are drawn from some
set of conventional lambda-calculus types including at least products, sums, a unit, and a list type. Oper-
ationally, the historical context behaves like a standard context in a functional programming language: at
the top level, terms to be run must be typed in an empty historical context; at runtime, historical variables
get their values by substitution.

Rather than giving a specific set of ad-hoc rules for manipulating values from the historical context, we

parameterize the 157

calculus over an arbitrary language with terms M, typing judgment Q + M : A, and
big-step semantics M | v. We call any such fixed choice of language the history language. Programs from
the history language can be embedded in A5T programs using the T-HisTPGM rule in Figure 4.7, which says

that a historical program M of type Q + M : (s) with access the historical context can be used in place of a

25T term of type s. Operationally, as soon as any prefix of the input arrives, we run the historical program

76



to completion and yield the result as its stream output (after converting it into a value of type s).

How does information get added to the historical context? Intuitively, a variable in I (a stream that
will arrive in the future) can be moved to Q, where streams that have arrived in the past are saved, by
waiting for the future to become the past! Formally, we define an operation called “wait,” which allows
the programmer to specify part of the incoming context and block this subcomputation until that part of
the input stream has arrived in full. Once it has, we can bind it to the variables in the historical context

and continue by running e.

Qx:(s)|T()re:s
T-WAIT-SURF

Q|T(x:s)Fwaits(x)(e):s

The T-WaIT-SURF rule encodes the typing content of this behavior. It allows us to specify a variable x
of the input, flatten its type, and then move it to the historical context, so that the continuation e can refer
to it in historical terms. Semantically, this works by buffering in environments until a maximal prefix for
x has arrived. Once we have a full prefix for x, we substitute it into e and continue running the resulting
term.?” This buffering is implemented the same way as in the left rules for plus and star, by generalizing
the typing rule T-WAIT-SURF to a rule T-WAIT (found in Appendix A.7) which includes an explicit prefix
buffer. As with plus and star, the generalized rule simplifies to the surface rule when the buffer is empty.
The generalized rule and the semantics of both the wait and historical program constructs can be found
in Appendix A.7. The remaining typing rules in 157 change only by adding an Q to the typing judgment

everywhere.

Updated Soundness Theorems

Adding recursion and the historical context requires us to update to the soundness theorem from that of
Kernel 25T to Full A5T. If a well-typed term has (a) closed historical context, and (b) no unbound recursive

calls, takes a step on a well-typed input using some amount of gas, then the output and resulting term are

20The semantics of the T-WAIT-SURF rule is reminiscent of the “blocking reads” of Kahn Process Networks, where every read
from a parallel stream blocks all other reads to ensure determinism. Here, we choose a variable and block the rest of the program
until it is complete and in memory.
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also well typed.

Theorem 4.1.1 (Soundness of the A5 Semantics). If- |T e :s, andy : env(T), andn = e [" ' = p,

thenp : prefix(s) and- | 6, (T') e’ : 6, (s)

A similarly updated statement of the homomorphism theorem can be found in Appendix A.9, and full

proofs can be found in the mechanization.
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Chapter 5

AY, A Functional Calculus with Pull Semantics

In Chapter 1, we set out a definition of stream programming as providing incremental processing of data,
with efficient space usage. Then, in Chapters 3 and 4, we defined and formalized Delta, which provides
incremental processing in functional programming form, mediated by a bunched & ordered type system.
Alas—by our own definition, this would seem to be only half the battle. In this chapter, we attempt to fight
the rest of the battle by building a functional language with incremental processing and efficient use of
memory.

Unfortunately, this goal is significantly loftier than one might anticipate. The previous theoretical
development is not merely missing a theorem, and we cannot simply bolt space-usage guarantees onto
Delta without restricting the language significantly. It turns out that Delta’s semantics evade a theorem
bounding the memory of programs for fundamental reasons, and essentially any program with multiple
parallel inputs may use unbounded space. Indeed, a quick scan of the operational semantics of Chapter 4
will turn up instances of potentially unbounded run-time state everywhere, from the environments stored
on the syntax of case analysis terms, to the unbounded blowup of the terms themselves under unfolding in
recursive functions. The culprit here is the push-based perspective with which the 157 semantics operates.

The focus of this section is a change of perspective. Here, we build a new core calculus called AY (the
superscript in AY for Yoink, the name of the prototype language that implements it). Equipped with a
pull-based semantics, AY guarantees that programs run in bounded space. The consequences of moving
to a pull-based semantics are manifold. One of the major changes is that it requires us to fundamentally
revisit our type system. Indeed, the bunched & ordered type system of 15T was designed to maintain the
invariants of the 157 semantics, which is a push-based system. It turns out that the static typing required
for pull streams is somewhat different.

The type system of 1Y is ordered, but not bunched. Formally, its contexts are partially-ordered sets
(posets) of variables and their types. Moreover, the order on variables does not correspond to arrival order.

In a world where variables range over pull streams rather than push streams, elements do not “arrive”
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without warning: they are only produced when requested. As such, the arrival ordering is not determined
by the environment, and is instead induced by the program. Instead, the order on variables enforces the
correct use of the aliased mutable state encapsulated by the pull streams bound to variables! Intuitively,
x < y in the context if using y before x would cause x’s state to get clobbered.

Another major difference between A7 and AY is that in a pull setting, the concept of a “parallel input”
collapses somewhat. As such, AY does not have a parallel type, and “parallel” inputs are simply those
unordered with respect to each other in the context’s partial order.

In terms of expressiveness compared to 157, the language design that AY implies is in certain ways
more expressive and in certain ways less. Some programs that are untypeable in 157 with push streams are
perfectly implementable with the pull streams of AY. On the other hand, the language’s recursion is more
restricted. Only programs that are “semantically tail recursive” are permitted. Implementing fully general
recursive programs requires maintaining a call stack, which need not be bounded in size. Nevertheless, the
set of recursive programs that are typable in A7 is larger than those that are tail-recursive in the traditional
sense. For instance, common combinators such as map, concat, and concatMap are all examples of typable

programs despite not being traditionally tail-recursive 2!

. In practice, this restriction boils down to a
restriction that one cannot scrutinize or let-bind the result of a recursive call.

An important caveat: some fundamental theorems for 1Y remain unproven. Most notably, we lack a
semantic type soundness theorem establishing that the type system guarantees the required invariants of
the semantics. In Section 5.7.3 we set up the necessary definitions and state this theorem to give the reader
a mental model of the invariants in play, but we do not prove it. A formal proof remains future work, and
the focus of this chapter is the necessary conceptual development for what comes next. In the following

chapter, we will put these concepts to work: first by building a compiler from AY to imperative code with

statically-bounded space usage, and then implementing it all in a new language called Yoink.

5.1 Failure of Constant Space in Push

Let us take a moment to see in detail why Delta (and 157) does not guarantee bounded space usage. The

most illustrative example of this limitation is the sync program, shown below. This function takes a pair

2The definition is a little bit closer to tail-mod-cons [157].
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of streams xs and ys and pairs off their elements two-by-two, producing a stream of parallel pairs.

fun sync[s,t](xs : s+, ys : t*) : (s || t)x =
case xs of

nil => nil

’

| x::xs’ => case ys of
nil => nil
| y::ys’ => wait x,y do
{(x,y)} :: sync(xs’,ys")
end

The Delta semantics execute this program sequentially as written. The outer case forces the semantics
to first wait for the first element of xs to arrive (if any) before it can determine which branch to take. Only
after observing the cons cell from xs does the program proceed to wait for the first element of ys. This
sequential waiting reflects the program’s control flow: the nested cases impose an ordering on when the
program is ready to receive data from each stream.

However, the two input streams xs and ys are independent push streams that arrive in parallel. The
Delta runtime environment makes no guarantees about the order in which elements from these streams
will arrive. Any interleaving is possible, and the “ideal” arrival order where elements of xs and ys alternate
is by no means guaranteed. Consider what happens when many elements of ys arrive before the first
element of xs: the program is blocked waiting for xs, but elements of ys keep arriving. These elements
cannot simply be discarded—the program will need them later—so they must be buffered.

This buffering behavior is manifest directly in the operational semantics of 15T, Recall from Chapter 4
that the semantics rules for sum and star case must inspect each arriving event to determine whether it
matches the tag at the head of the stream being scrutinized. If the event belongs to a different parallel
stream, the semantics cannot simply ignore it. Instead, the event is placed into an in-syntax buffer, and
the program continues waiting for the expected tag. This buffer can grow without bound: if one stream
produces elements much faster than another, or if the streams happen to arrive in an adversarial order, the
amount of buffered data is limited only by the total size of the input.

One might wonder whether this problem could be avoided by restricting the type system further. For

instance, we could disallow using any parallel streams in the body of a case expression. But this restriction
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is far too severe: it would make sync itself untypeable, and the nested case analysis in sync is an important
pattern.

The core of the problem is that Delta’s streams are push-based: data arrives when the producer decides
to send it, not when it is convenient for the consumer to receive it. Indeed, the consumer has no control
over the arrival order, and must therefore be prepared to buffer parallel data that arrives out of order with
respect to its control flow. Intuitively, if we were to instead switch to pull-based streams, this problem
would be alleviated. With pull streams, the sync program could simply pull the first element from xs,
then pull the first element from ys, emit the pair, and repeat. Because the program controls when elements
arrive—by explicitly requesting them from an upstream producer—it can ensure that data arrives exactly
when needed. No “surprise” elements need to be buffered, because nothing ever arrives before the program
is ready for it.

Of course, to make a semantics like this work, it does not suffice to simply replace the input streams
in Delta with pull streams. Since variables can be bound to the results of arbitrary computations via let-
binding, every term in the language needs to be “pull-able” This requirement inverts our perspective on
the entire language. Instead of interpreting terms as push state machines that produce outputs when inputs
happen to arrive, they must be interpreted as pull state machines that produce outputs upon request. The
downstream consumer, not the upstream producer, drives execution.

In the remainder of this chapter, we develop exactly such a pull-based semantics, and a type system
that renders it safe. First, however, we investigate this new state of affairs to understand which of the

assumptions from 157

carry over to the pull setting and which must change. As we shall see, the shift from
push to pull does not merely solve the space usage problem—it fundamentally changes the constraints that

the type system must enforce.

5.2 State and Imperative Pull Streams

Recall from Chapter 2 that pull streams come in two flavors: functional and imperative. We established
that switching from push to pull streams would alleviate the space usage problems of Delta, but we have
not yet committed to which kind of pull stream we will use. In this section, we discuss why we choose an

imperative treatment of pull streams to achieve bounded space in AY.
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Pull streams are attractive because they bound the amount of data in flight at any given time. This
property is necessary for bounded-space stream programming, but it is not sufficient. Switching our se-
mantics to pull eliminates the need to buffer unprocessed inputs, but it does not bound the state used
during processing. Indeed, a pull stream program must still maintain state: the states of the input streams,
any intermediate or intentionally buffered stream values, and the control state of the program itself. If this
state can grow without bound, we have not actually solved the problem.

An advantage of giving a semantics in terms of pull streams is that this processing state is at least
made explicit. Recall from Chapter 2 that a functional pull stream has the form 3s. (s,s — Stepsa):
an existentially quantified state type s, an initial state, and a step function that produces either the next
element along with a new state, just a new state, or signals termination. The state s directly captures all
the information the stream needs to produce its remaining elements. By bounding the size of s, we can
bound the space usage of the whole program.

With this in mind, we observe that the functional approach to pull streams is a non-starter for guar-
anteeing bounded space. The problem is two-fold. First, if we give a functional pull stream semantics to
Delta terms, each term’s state must contain a copy of the states of all the streams it depends on. This poses
a problem for elimination forms like let (x;y) = z ine. Both x and y must be able to refer to the state of
z: pulling on x advances z through its first half, while pulling on y advances z through its second half. But
x and y are distinct stream values, both of which need access to z’s state. With functional streams, each
would require its own copy, and these copies would diverge as soon as either stream is pulled. Second, the
step function of a functional pull stream produces new states dynamically. Each call to the step function
returns a fresh state value, which must be stored somewhere. In a pure functional setting, this means
allocating new memory for each step, significantly complicating the space usage analysis.

These considerations lead us to the conclusion that imperative pull streams are the right choice for A”.
With imperative streams, stream programs (and thus the interpretation of terms) hold references to their
input streams’ states, rather than copies, and calling a step function mutates state. This design directly
supports the aliasing we need: in let (x;y) = zine, both x and y hold references to z’s state, and pulling

on either one mutates that shared state.
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5.3 The Typing Constraints of Pull Streams Functions

What stays the same, and what changes, when we move from push to pull?

Consider first the concatenation introduction form (e;e’). In the pull setting, when a downstream
consumer requests the next element from this term, we pull from e and produce whatever it yields. Once
e is exhausted, subsequent requests pull from e’ instead. Unlike the corresponding construct in 157, this
semantics does not require that the variables e depends on and those ¢’ depends on arrive in order. In
particular, the term (x;y) is allowed even if x and y are parallel input streams. Because we control when
to request elements—first exhausting x, then moving on to y—there is no conflict.

The situation is even more interesting for concatenation elimination let (x;y) = zine. How are we
allowed to use x and y in the body e? The key observation is that x and y both refer to slices of the same
underlying stream z: x refers to the s-typed prefix of z, up to the punctuation mark that separates the two
halves, while y refers to the t-typed suffix that follows. Because they both refer to z, they share references
to a single mutable state (the state of z). and so in some sense share a single mutable state. As such, pulling
on either x or y advances the state of the underlying stream z.

In many cases, this is shared mutable state is unproblematic. For example, the term let (x;y) =zinx
simply forwards the first part of z and ignores the rest. Meanwhile, the term let (x;y) = ziny pulls
through the entire x portion of z, discarding those elements, and then forwards along the y portion—also
fine. Note that this also differs from the push semantics of 157, where elements of both x and y would arrive
regardless of whether the program uses them; here, only the elements we explicitly request are produced.

But what about let (x;y) = zin (y;x)? This is a case where aliased mutable state rears its head.
Repeatedly pulling from this this term attempts to first produce all of y, then all of x (suitably punctuated).
According to the semantics we have described, producing the first element of y requires pulling through
the underlying stream z until we reach the punctuation mark—that is, until the entire x portion has been
consumed and discarded. At that point, the state of z has advanced past x, and there is no way to recover
the x elements. The subsequent attempt to pull from x would find nothing there. We think of pulling on
y as clobbering the state that x depends on: getting any element of y requires consuming z past the point

where x’s data lives. Conversely, pulling on x does not affect y: once x is exhausted, the stream z sits ready
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to produce data for y.

The lesson here is that variables with shared underlying state must be used in an order consistent with
that state. The term let (x;y) = z in e introduces x and y with a shared dependency on the state of z, and
this sharing imposes an ordering constraint: if e uses both x and y, it must use x before y. Using y first
would clobber x’s state, making x unusable.

The type system for AY thus must track the state dependencies between variables and ensure they are
used in a consistent order. Unsurprisingly, we can formalize this with ordered types! An ordering x < y
between variables means that x and y may depend on shared state, and pulling on y before finishing with
x may preclude any further use of x. The “may” here is important: it allows for order weakening, where
we conservatively treat variables as ordered even when they happen to have independent state.

It is worth pausing to note just how different this is from A57. In 57, the concatenation term (e;e’)
requires that the inputs for e arrive before those for e’—this is an arrival-time constraint imposed by the
push semantics. In AY, the constraint is instead about state consistency: the inputs for ¢’ must not depend
on state that would be clobbered by pulling on them before e’s inputs. Variables that are unordered in the
input may be freely sequenced by the program, since the program controls when to pull, but variables that

share underlying state must be used in the order dictated by that sharing.

5.4 The AY Type System

AT the ordering

We now formalize the intuitions from the previous section into the 1Y type system. In
structure on variables is encoded implicitly through the two connectives that make up its bunched context:
the comma separates parts of the context that arrive in parallel, while the semicolon indicates parts that
arrive in sequence. This approach works well for push streams, where the parallel inputs must be processed
independently, and so having an explicit comma context former is important to ensure that programs
respect this independence. For the pull streams in AY, the situation is more flexible. Because parallel inputs
can be used in any order, we do not need to track any explicit lack of ordering in the context: all that
matters is which variable orderings do exist, to ensure we do not use them out of order. Neither bunched

contexts nor fully ordered contexts capture this asymmetry.

Instead, the orderings on variables are tracked in a partially ordered set (poset), separately from the
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context that encodes their types. Below, we review some preliminary definitions related to partial orders.

5.4.1 Poset Definitions

Definition 5.4.1 (Poset). A poset P is a finite partially ordered set over variables. We write |P| for the

underlying set of variables in P, and x <p y to indicate that x precedes y in P.

Definition 5.4.2 (Poset Inclusion). We write P < Q when |P| = |Q| and for all x,y € |P|, if x <p y then

x <o y. That is, P has the same variables as Q but potentially fewer ordering constraints.

Definition 5.4.3 (Edge Substitution). Given a poset P with z € |P|, we define P[(x < y)/z] as the poset

where:
 The underlying set is (|P| \ {z}) U {x,y}
« The ordering is the transitive closure of:

- x<y

Forallz' € |P|: ifz’ <p z thenz’ <«x

Forallz' € |P|:ifz <p 2’ theny < 2’

All orderings from P not involving z

The fresh variables x and y jointly take the place of z, with x inheriting z’s lower bounds and y inheriting z’s

upper bounds.

Definition 5.4.4 (Poset Substitution). Given posets P and Q with z € |P|, we define P[z/Q] as the poset

where:
« The underlying set is (|P| \ {z}) U |Q]|
+ The ordering is the transitive closure of:

— All orderings internal to Q
— Forallz’ € |Plandq € |Q|: ifz’ <p z thenz’ <q

— Forallz’ € |P| andq € |Q|: ifz <p 2’ thenq < 2’
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— All orderings from P not involving z

This is similar to edge substitution: the poset Q is “spliced in” where z was, inheriting all of z’s external

relationships.

Definition 5.4.5 (Poset Concatenation). Given posets P; and P, with disjoint underlying sets, we define

Py - P, as the poset where:
« The underlying set is |P1| U | Py|
+ The ordering is: x <p,.p, Y iff x <p, y, orx <p, y, orx € |P1| andy € |P,|

That is, all elements of Py precede all elements of P,.

5.4.2 Type System

AY tracks variable orderings separately in the typing judgment with a partial order. Formally, our typing
contexts come in two halves, written I' | P. The first component I' is a standard typing context—a list of
variables and their types—with no ordering structure. The second component P is a partial order over the
variables of T', recording the ordering dependencies between variables. Intuitively, variables ordered x < y
in P are those that might?? share state in a way that requires x to be pulled before y to avoid clobbering.
Variables that are not ordered with respect to each other in the ordering are guaranteed to not have any
state dependencies, and hence all interleavings of of uses are safe.

The top level typing judgment looks like:

I'lPrge:s

The I' | P is a two-part typing context as described above, e is the term being typed, and s is its type. The
% on the turnstile is a recursion signature. Like in 157, the 1Y type system tracks the type of the recursive
function that the being-typed term is a subterm of, if any. Formally, a recursion signature is either empty,
or a “function type”:

2u=0|(T|P—s)

22“Might”, because of weakening — we allow for unneeded orderings to be added to the partial order.
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We present the rules of the A¥ type system in Figure 5.1.

Variables The variable rule Tp-VAR is straightforward. It says that if x : s is a variable in the context—
listed both in the typing context with the correct type, and also in the order P—then we can produce it as
our output. Semantically, this term responds to requests to output by pulling on the stream bound to x,

and forwarding the results along,.

Cat The rule Tp-CaT-R builds a stream of type s - ¢ from e; : s and e, : t, allowing e; access to variables
as dictated by Iy | Py, and e; as I | P,. The critical premise is P < P; - P, (Definitions 5.4.2 and 5.4.5),
which says that the input variable ordering P must be at most as ordered as P; - P,. That is, we cannot have
any orderings x <p y where x € |P;| and y € |P;|. Such an ordering would say that x and y share state
in a way that requires x to be pulled first, but the semantics of (e;; e;) pulls e; (which in turn pulls on y)
before e, (which pulls on x). Orderings in the other direction—the direction consistent with the P; then
P,—are fine, as they ensure the shared state is advanced in the correct order. This premise also allows for
fewer orderings than the “complete” ordering from P; to P,, and so e; and e; may refer to variables that are
unordered with respect to each other. This last point is a key difference from 157, where variable referring
to parallel data cannot appear on different sides of a concatenation intro term.

The rule Tp-CAT-L is the elimination form. Binding-wise, it does what you would expect: given a
variable z of type s - t, it destructs it into two variables x : s and y : t. The important thing is the way it
manipulates the ordering. The body e is typed with the ordering P[(x < y)/z] (Definition 5.4.3), which
adds an ordering x < y and ensures that x and y play the same role as z in relation to other variables.
Adding x < y is what ensures (in concert with Tp-CAT-R’s ordering constraint) that we cannot type
let (x;y) = zin (y;x). Meanwhile, adding x and y in the same “place” as z in the ordering ensures
that state-sharing constraints propagate correctly. For example, if z shares state with some other variable
z’ in a way that requires z < z’, we cannot write (z’;x), as this would implicitly clobber x through its

dependence on z.

Sums The introduction rules Tp-INL and Tp-INR are standard: they inject a stream of type s or ¢ into the
sum type s + ¢t without changing the typing context. The elimination rule Tp-SuUMCASE does case analysis

on the first element of the stream z, which determines whether the rest of the stream has type s or t. The
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x € |P| Iy | Pybs eq

Tr-VAR

K F2|le-gez:t

P< PP
Tr-CaT-R

Ix:s|Pryx:s

Lox:isy:t|Pl(x<y)/zlbxe:r

LI | Py (ezep) is-t

I'|Prse:s I,x:s|P[x/P']t+se :t

- Tp-Cat-L — Tp-LET
Iz:s-t|Prglet (x;y) =zine:r I'|Pryletx=eine :t
F'|Ptrse:s IF'|Prye:t
- Tre-INL - Tr-INR
I'|Pryinl(e):s+t IF'|Ptryinr(e):s+t
I,x:s|Plx/z] rs ey :r Ty:t|Ply/z]rsex:r
Tp-SUuMCASE - + TP-NIL
Ix:s+1t|Prycase(z,x.e,y.e): 7 F'|OFrgnil:s
r1|P1|-2€11$ F2|P2|-2€218* PSP P
" Tp-ConNs
I, |Prse::ep:s
I'|P\ztse :r Tx:s,y:s*|P[(x<y)/z]rses:r
< Tp-STARCASE =~ ——— Tp-Eps
I,z:s" | Pty case(z,e;,x.y.€5) : 1 IF'|Pryeps:e¢
T |Prrposecs semTailRec (e) P< P
—— Tr-INT - Te-Fix Tr-REC
I'|Ptyn:Int I'|Pty fix(e):s I'| Prrip—s rec:s
I'|Ptse:s PP IF'|P\{x}rse:t
Tp-WEAKEN-ORDER Tp-WEAKEN-VAR
F'|Prye:s Ix:s|Prye:t

Ly:t,x:s,T" |Prse:r

Tr-EXCHANGE

Ox:s,y:t,T" |Prse:r

Figure 5.1: Typing Rules of 1Y
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bound variables x and y in the two branches are substituted (Definition 5.4.4) into the partial order in place
of z. This is because the streams bound to x and y are the stream bound to z (less the first punctuation),

and so they must play the same role in the ordering.

Epsilon and Singleton The rules Tp-Eps and TpP-INT are straightforward: they produce streams of type
¢ and Int respectively, and do not interact with the ordering at all. The eps term produces an empty stream
that immediately terminates when you pull on it, while an integer literal n yields a singleton stream that

produces only n on the first pull, and terminates after.

Star The rules for star combine aspects of the rules for sums and concatenation. Tp-NIL produces the
nil stream of type s*, with typing identical to the rule for eps. The rule Tp-Cons is similar to Tp-CAT-R
because the semantics are essentially identical: we run e; : : e; by first pulling from e;, then from e, once
the first is complete. As with concatenation, the premise P < Py - P, ensures that variables in e; do not
come before those in e; in the ordering.

The elimination rule Tp-STARCASE combines Tp-SuMCASE and Tp-CAT-L. Like sum elimination, it does
case analysis on the first element of the stream z, branching on whether the stream is empty or a cons. Like
Tp-CAT-L, the cons branch binds two variables x and y, imposing the ordering constraint P[(x < y)/z] on
the continuation. This is for an analogous reason to concatenation elimination: x is the head of z and y is
the tail, and so they both share share the underlying state of z. Meanwhile, the nil branch of the case takes
no arguments, and is typed in a context without z.

A5T: we have judgment-level recursion with

Recursion Recursion in AY follows a similar structure to
fix (—) and rec, which together allow us to define recursive functions. However, recursion in A¥ is more
restricted than in A57. In 157, the semantics substitute the entire term for rec when evaluation reaches
the fix (), in effect building up an arbitrarily large term whose evaluation context serves as a call stack.
We cannot do this in A7, as these arbitrarily large call stacks would need to be materialized as unbounded
state in the pull stream’s state machine. Instead, we restrict ourselves to tail recursion, which requires only
constant stack space. Essentially, recursion in 1Y operates like a “jump back” from the rec to the fix (-).
This is implemented by resetting the relevant bits of the pull stream’s state machine back to its initial state

at the point of the fix. We discuss this in more detail in Section 5.7.

This jump-based recursion means that some patterns of recursion that were meaningful in 157 are
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disallowed in AY. For example, any scrutinizing of a recursive call (by way of concatenation or star elim-
ination) is disallowed, since we will never “come back” from the recursive call to perform the scrutiny.
Similarly, using a recursive call in the e; position of a (e;; e;) is disallowed, as we would never return to
pull from the e, portion.

In effect, this restriction gives us a strong form of tail recursion. Indeed, recursive calls do not have to
syntactically be in tail position in the traditional functional programming sense—i.e., map is definable with
the standard code where you write f x : : rec—but they do have to be in tail position with respect to the
pull-based semantics. We explore this further in Section 5.7.

This tail position constraint is enforced in the typing judgment with three mutually-dependent syn-

tactic judgments (Figures 5.2 and 5.3):
« nonRec (e) holds when e contains no recursive calls to the current fix (—) at all.

« tailvar (x, e) holds when x is only used in tail positions within e—that is, x is never scrutinized by

a case analysis and never appears in the first position of a (e1; e;) or ey : : e,.

« semTailRec (e) holds when all recursive calls in e appear in valid tail positions. This judgment uses

nonRec (e) and tailVar (x, e) as auxiliaries.

The term typing rules for recursion are Tp-Fix and Tp-REc. A recursive function is defined with fix (e),
which records the current context and result type in the recursion signature, and then types the body e
under this signature. Importantly, Tp-Fix also enforces the semTailRec (e) condition on the body to ensure
that all recursive calls are in valid positions. Inside the body of a fix (—), recursive calls are made with

rec, typed by Tp-REc.

Structural Rules There are three structural rules. First, TP-WEAKEN-VAR is standard variable weaken-
ing: we can drop variables from the context. Next, TP-WEAKEN-ORDER allows weakening by imposing
additional orderings. If P < P’, then to type e with orderings P, it suffices to type it with a stricter ordering
P’. Last, Tp-EXCHANGE is exchange: we can permute variables in the context I'. We include this rule to
emphasize that the I' portion of the context carries no ordering information—all ordering is controlled by

P.
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Rules for nonRec (e):

NR-VAR

NR-Eps NR-INT ———  NR-N1L -
nonRec (x) nonRec (eps) nonRec (n) nonRec (nil) nonRec (fix (e))
nonRec (e) nonRec (e) nonRec (e;) nonRec (e;)
- NR-INL - NR-INR NR-Cat-R
nonRec (inl (e)) nonRec (inr (e)) nonRec ((eg;ez))
nonRec (e)
- NR-Cart-L
nonRec (let (x,y) =zine)
nonRec (e) nonRec (e’) nonRec (e;) nonRec (e;)
——— NR-LET NR-SuMCASE
nonRec (letx =eine’) nonRec (case (z, x.e1, y.€3))
nonRec (e;) nonRec (e;) nonRec (e;) nonRec (e;)
NR-Cons NR-STARCASE
nonRec (e : : ep)

Rules for tailvar (x, e):

_ TV-Eps
tailvar (x,y)

tailvar (x, eps)

nonRec (case (z, ey, x.y.e3))

TV-InT

- _ — TV-NiL
tailvar (x,n) tailvar (x,nil)
tailvar (x,e)
- - TV-Fix - TV-Rec
tailvar (x, fix (e)) tailvar (x, rec)
tailvar (x,e) tailvar (x,e) x & fv(ep) tailvar (x, e;)
- - TV- - - -INrR - TV-Cat-R
tailvar (x,inl (e)) tailvar (x, inr (e)) tailvar (x, (e;;e2))
X#z tailvar (x,e)
- - TV-Cat-L
tailvar (x,let (y;,y2) =z ine)
tailvar (x,e) tailvar (x,e’) X#z tailvar (x, e;) tailvar (x, ep)
- - TV-LET - TV-SuMCASE
tailvar (x,lety =eine’) tailvar (x, case (z,y;.e1, yz.€2))
x & fv(ep) tailvar (x,e;) X#z tailvar (x,e;) tailvar (x,e;)
- TV-Cons - TV-STARCASE
tailvar (x,e; :: ep) tailvar (x, case (z, e1, y1.y2.€2))

Figure 5.2: Recursion Control Rules (Part 1)
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Rules for semTailRec (e):

- TR-VAR - TR-Eps - TR-INT - — TR-NI1L
semTailRec (x) semTailRec (eps) semTailRec (n) semTailRec (nil)

semTailRec (e)
- TR-REC - - TR-Fix
semTailRec (rec) semTailRec (fix (e))

semTailRec (e) semTailRec (e) nonRec (e;) semTailRec (e;)
: . TR-INL : _ TR-INR . TR-CaT-R
semTailRec (inl (e)) semTailRec (inr (e)) semTailRec ((eg;ez))

semTailRec (e)
TR-CaT-L

semTailRec (let (x,y) =zine)

(nonRec (e) V tailvar (x,e’)) semTailRec (¢’)

- — TR-LET
semTailRec (letx =eine’)
semTailRec (eq) semTailRec (ey) nonRec (e;) semTailRec (ey)
- TR-SumMCASE - TR-Cons
semTailRec (case (z, x.e1,y.€2)) semTailRec (e :: ey)

semTailRec (e;) semTailRec (e;)
TR-STARCASE

semTailRec (case (z, e, x.y.€3))

Figure 5.3: Recursion Control Rules (Part 2)
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5.5 Events

What are the values of 1Y? In A5T, the values are prefixes: finite chunks of a stream that have arrived since
the last step. This makes sense in a push setting, where data arrives and must be processed as it comes. In
a pull setting like A7, however, we want to produce the smallest possible response to a request—in essence,
prefixes of “size one.”

To this end, we define events. An event of stream type s is the head of a stream of that type: a possible

first element that could be produced when you pull. The grammar of events is:

x = baseev (n) | PlusA | PlusB | CatPunc | CatEv (x)

Like prefixes in 157, events have a typing relation x : event (s) (Definition 5.5.1) and a derivative
operation. For an event x of type s, the derivative d, (s) ~ s’ gives the type s’ of the stream that remains
after pulling x. This lets us define well-typed event sequences (Definition 5.5.3): a sequence is well-typed

for s when the first event has type s, and the rest of the sequence is well-typed for its derivative.

Definition 5.5.1 (Event Typing Relation). We define a binary relation x : event (s) as follows:

baseev (n) : event (Int)

PlusA : event (s +1t) PlusB : event (s +1t) CatPunc : event (&-t)

x : event(s)

CatEv(x) : event(s-t) PlusA : event (s*) PlusB : event (s*)

Note that s + t and s* share the same punctuation events. Intuitively, this is because s* can be unrolled

as ¢ + (s - s*): we reuse the events of the latter for the former.

Definition 5.5.2 (Event Derivative Relation). We define a ternary relation 8, (s) ~ s’.
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5baseev(n) (Int) ~ € Sptusa (S + t) ~S

Sy (s) ~ s

Sprusg (s +1t) ~ t Ocatpunc (e-1) ~ t Scatev(x) (s 1) ~s -t Sptusa (s¥) ~ €

Optuss (S*) ~s-s*

Definition 5.5.3 (Event Sequence).

x : event(s) Oy (s) ~ ¢ xs : events(s’)
ES-NI1L ES-Cons
[] : events(s) x::xs : events(s)

Unfolding these definitions, we get the following event sequence structures for each stream type:
« Int: A stream of type Int is a one-element sequence [baseev (n)].

« Sum Type s + t: A stream of type s + ¢ is either PLusA: : xs, where xs : events (s), or PLusB: :ys,

where ys : events (¢).

« Cat Type s - t: A stream of type s - t is a sequence
CatEv(xy),...,CatEv (x,),CatPunc,yy, ...,y

where X; : events (s) andy; : events (¢).

- Star Type s*: A stream of type s* is either [PlusA], or PlusB: : zs, where zs : events (s - s*).
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5.6 Pull Streams

In the formalism of this chapter, a pull stream is a pair consisting of a state of type X, and a function
X — Step. A step is either done, skip, or yield. The step done (x) signals that the stream has no more
events to produce, and the final stream state is x. The step skip (x) means the state has updated (new state
x), but no event has been produced. The step yield (e, x) means an event e has been produced, and the
state of the stream has been updated to x. We note that because this is an on-paper mathematization of pull
streams, it is intrinsically functional—we must thread the state through explicitly. The “imperativeness”
of our semantics will come from the fact that there is one global state that different parts of the program
may modify, and we use it linearly. In Chapter 6, we will compile AY to programs that actually update their

state imperatively.
Definition 5.6.1 (Pull Stream). A pull stream is a pair (x, : X, f : X — Step), for some type X. Step is the

set defined by the following grammar

st == done(x) | skip(x) | yield(e,x)

A pull stream has type s if it produces a sequence of events of type s, as in Definition 5.5.3. Because
pulling on the stream may in principle only ever produce skips, we step-index this definition and write

(x, f) E™ s to mean that the stream (x, f) behaves like one of type s for n steps.

Definition 5.6.2 (Well Typed Pull Stream). We define what it means for a pull stream {x, ) has type s for
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n steps, written (x, f) " s by the following judgment:

(. fYE"s

fx =done ()

(e e

fx =skip(x') ', fYE"s

(x,f) ':n+1 s

fx =yield(e,x") Se (s) ~ & & fye"s

(x,f) ':n+1 s

5.7 Semantics

We now give a semantics for AY in terms of pull streams. This semantics proceeds in two parts, correspond-
ing to the two components of a pull stream (x, f). First, we translate AV terms into stream states—the x
component of the pull stream. These states are pull graphs: directed graphs over a special set of nodes.
Nodes in the graph correspond loosely to subterms of a ¥ term, though the graph structure makes the
sharing manifest: programs that share state translate to subgraphs that share nodes. Second, we define a
step function step—the f component of the pull stream—that takes a graph and reference to one of the
nodes, and produces an updated graph. Importantly, the edge structure of the graph never changes; only
the mutable state stored at each node is updated.

This construction is designed to maintain the following invariant. If we take an opentermx : s | {x}
e : t and translate it to a graph G with start node n, then for all k, if we plug in a stream that behaves like
type s for k steps (i.e., (xo, f) £ s) to obtain graph G’, then the resulting stream behaves like type t for k
steps: ((G’,n),step) X t. We give a more formal version of this theorem later (Theorem 5.7.1), though

we note that this theorem remains unproven—we hope to establish it in future work.
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5.7.1 Building Pull Graphs

Definition 5.7.1 (Pull Graph). A pull graph is a pair (G, ngg) where:
« G is a finite set of bindings n = N, where n is a node identifier (node-id) and N is a pull node
o Ngar is a distinguished start node identifying the root of the computation.

We write G[n] = N to mean that n = N is in G, and G[n = N’] to denote the graph obtained by

updating the binding for n to N’.

Definition 5.7.2 (Pull Nodes). Pull nodes are pieces of syntax drawn from the following grammar:

N = CatRNode (b,n,n) | CatCoordNode (b,n) | CatProjNode, (n) | CatProjNode, (n)
| InLNode (b,n) | InRNode (b,n) | CaseNode (k,n,n,n)
| EpsNode | IntNode (b, k)
|  FixNode (n) | RecNode (n)

|  SourceNode ({x, f))

Each node type has some number of fields of various types. The simplest field type is a node-id field.
For example, the node n = CatProjNode; (n’) has a node-id field storing n’. These fields specify the
edge structure of the graph: the node n has an outgoing edge to n’. Conceptually, pulling on a node n to
request some output might produce further requests to nodes along its outgoing edges. Nodes may also
have data fields, storing booleans b or integers k. These fields are mutable state that tells the step function
where we are in execution, and what should happen next. Importantly, only these fields—never the node-
id fields—are changed at run time, and so the structure of the graph remains constant. Source nodes—
written SourceNode ({x, f))—are special, as they represent the inputs of a stream graph, and maintain an
arbitrary pull stream (x, f). During execution, only the state x will change.

The translation of 1Y terms into pull graphs is defined by the judgment N, R + [e] ~ (G, n). Intuitively,
this judgment states that the stream state for term e is represented by the pull graph (G, n). The context
N is a map from free term variables to node-ids to resolve variable references during translation. The R

in the judgment is either a node-id r — a reference to the definition site of the innermost enclosing fix-
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point of the current term — or a “-” — indicating that we are not currently building the state of a recursive
function. At the top level, the map N is initially populated with bindings x; + n; for all free variables in
the term e to be transalted. After we have completed translating e to a graph (G, n), we add source nodes
U{n; = SourceNode ({xo;, f;))} corresponding to each input stream. The rules of the judgment, shown
in Figure 5.4, define the translation by walking 17 terms. At each subterm, we allocate one or more fresh

node-ids, make recursive calls to build subgraphs for the subterms, and then combine these subgraphs

with new nodes for the top-level term itself.

Var The variable rule SG-VAR is trivial: to translate a variable reference, we simply look up the node
identifier that the variable is bound to in the environment N. This adds no new nodes to the graph, as
the node-id already points to an existing node, either constructed by another rule, or passed in as a source

node.

CatRight Inrule SG-CAT-R, we recursively build subgraphs (G, ny) and (Gs, ny) for the subexpressions
e; and e, and then create a new node n = CatRNode (False, ny, ny) to manage the concatenation. This
node has three fields: two node-id fields n; and n; pointing to the two component subgraphs, and a boolean

field that tracks if processing has crossed over from n; to n,. Initially, we set this state to False.

Cat Left The translation for terms let (x;y) = z ine is the crux of the translation. In SG-CaT-L, we
create three new nodes. First, we allocate a coordinator node n. = CatCoordNode (False,n,). This
coordinator node keeps a reference n, to the stream being scrutinized, and a boolean that records whether
or not the punctuation mark CatPunc has been pulled from n, yet. We then create two projection nodes
ny = CatProjNode, (n.) and n, = CatProjNode, (n.), both of which point to the coordinator. Last,
we construct the subgraph for the continuation term e, binding variables x and y to nodes n, and ny,
respectively. This construction is crucial because it enables state sharing between x and y: both get bound

to nodes that point back to the same coordinator, and so they can both modify the shared boolean state.

Sum Left and Right, Constants, Epsilon The sum constructors SG-INL and SG-INR are straightfor-
ward: we recursively construct the subgraph for the inner expression e, then create a new node, either
InLNode (False,n’) or InRNode (False, n’). In both node types, the boolean field indicates if we have yet

sent out the initial punctuation mark (PlusA or PlusB) indicating what type the rest of the stream will
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N(x)=n N,R+ [e1] ~ (G1,mp) N, R+ [ex] ~ (Gg,n) n fresh
- VAR
N,R+ [x] ~ (0,n) N,R+ [[(er;e2)] ~ (G1 UG, U {n = CatRNode (False,ny,ny)},n)

SG-CaTt-R

N(z) =n, N[x = ny,y = nyl,R+ [e] ~ (G,n) Ne, Ny, ny fresh

N,R+ [let (x;y) =zine]] ~ (G U {n. = CatCoordNode (False,n;),n, = CatProjNode, (n.),n, = CatProjNode,

N,R+ [le]] ~ (Gr,m1) Nlx + ni],R+ [ez] ~ (Gz, n2)

-LET
N,R+ [[letx =e; in 62]] ~> (Gl U G, nz)
N,R+ [e] ~ (G,n") n fresh
SG-INL
N,R+ [[inl(e)] ~ (G U {n = InLNode (False,n’)},n)
N,R+ [e] ~ (G,n") n fresh
SG-INR

N,R+ [[inr(e)]] ~ (G U {n = InRNode (False,n’)},n)

N(z) =n,
N[x — n,],R+ [[er] ~ (G1,m) Nly — n.],R+ [ex] ~ (Ga,nz) n fresh

N,R+ [case(z,x.e1,y.e2)]] ~ (G; UG, U {n = CaseNode (0, n,,ny,ny)},n)

SG-SuMCASE

n,n, fresh
SG-NIL

N,R+ [nil] ~ ({n = InLNode (False,n.),n. = EpsNode}, n)

N,R F |I€1]] ~> (Gl,nl) N,R + |I€2]] ~> (Gz, l’lg) n, T’l/ fresh
N,R+ [e; :: e2] ~ (G1 UG, U {n = InRNode (False,n’),n’ = CatRNode (False,n;,nz)},n)

SG-Cons

N(z) =n, N,R+ [er] ~ (Gy,ny)
Ny = ny,ys = nyl,R+ [e2] ~ (Gz,n2) n, Ny, Ny, ne fresh

N,R+ [[case (z e1,y.ys.e2) ]| ~ (G1 UG, U {n = CaseNode (0, n, ny,nz),ny = CatProjNode, (n.),n, = CatProjNode

n fresh n fresh

SG-Eps SG-INT
N,R+ [[eps] ~ ({n = EpsNode}, n) N,R+ [k] ~ ({n = IntNode (False, k)},n)

N,r+ [e] ~ (G,n) r fresh n fresh

SG-Fix SG-REc
N,R+ [fix (e)]] ~ (G U {r = FixNode (n)},r) N,r+ [rec] ~ ({n = RecNode (r)},n)

Figure 5.4: Translation from AY Terms to Pull Graphs
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have. Meanwhile, the SG-INT rule creates a IntNode (False, k) from the constant k, with the initial state
False indicating that we have not yet emitted the result. Last, the SG-Eps creates a node EpsNode, which

has no state and no outgoing edges.

Sum Case The rule SG-SUMCASE translates a sum case expression by building subgraphs for both branches.
We look up the node-id n, corresponding to the scrutinee, and recursively construct subgraphs (G, n;)
and (Gg, ny) for the two branches e; and e;. In both branches, we bind the pattern variables x and y to
the node-id n, which represents the scrutinee. Last, we create a case node n = CaseNode (0, nz, ny, ny) to
handle the dispatch. This node holds the node-ids n,, n; and n; of the scrutinee and two branches, and an
integer state to represent if we have yet to receive the tag on n, (the initial state, 0), or if we are pulling
from n; or n, (1, and 2, respectively).

We note that this setup may seem strange from a typing perspective. After all, n, is a reference to a
subgraph that that ought to produce a stream of type s + ¢, while x and y should be bound to subgraphs
of type s and t, respectively. This conundrum is resolved by the way the semantics actually operates: in
Section 5.7.2, we will see that one of n; or n; will only be pulled on after the tag event PlusA or PlusB
is pulled from n,, and so at that point, n, will be “of type” s or t, respectively. This further goes to show
that the graph representation captures a fundamentally stateful computation where the “type” of a node

evolves as events are pulled through it.

Nil, Cons, and Star Case Rather than introducing dedicated node types for the star operations, we
exploit the isorecursive representation of s* as ¢ + s - s*. This encoding allows us to reuse the sum and
concatenation machinery we have already defined. Specifically, the nil constructor nil can be represented
in the same way as inl (eps), first the left injection, then the term for . Similarly, the cons construc-
tor e; :: e, corresponds to inr ((e;e;)): first the right injection of the sum, then a cat-pair. The rules
SG-Ni1L and SG-Cons encode this approach: they construct pull graphs using the existing InLNode (_, _),
InRNode (_,_), and CatRNode (_, _,_) nodes to represent the nil and cons.

We employ the same trick for the star elimination form. The star-case expression case (z, e, y.ys.ez)
is represented as the sum-case case (z, _.ej, x.let (x;y) = ys in e;), where the second branch performs a
cat-split to bind the head and tail of the pair to variables y and ys, respectively. The rule SG-STARCASE

implements this by constructing a graph that uses a CaseNode (_, _, _, ) node to dispatch on the sum at
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the head of the s*, combined with the coordinator mechanism to handle the cat-split in the cons branch.

Recursion The rules SG-Fix and SG-Rec build the graph nodes for recursive program sections. The
graph construction judgment threads through a node identifier r representing the most recent enclosing
fix () term. Then, in SG-F1x, when we encounter a fix (e), we allocate a fresh node identifier r and build
the graph (G, n) for the body e under the assumption that r identifies the current recursive context. We
then produce a graph including {r = FixNode (n)}, which ties the knot by pointing r at the root node
n of e. Correspondingly, when we encounter a recursive call rec in SG-REc, we emit a RecNode (r) that

points back to the enclosing recursive function.

5.7.2 Semantics of Pull Graphs

We now define the step function step (G, n) = st, which gives the operational semantics of pull graphs.
The outputs st are the steps of a pull stream function, which can be done (G’), skip (G’), or yield (e, G’),
where e is an event and G’ is the graph with updated node states. We refer to the operation performed by
step(G, n) as “pulling on” the node n in the graph. Pulling on a node n usually involves pulling on nodes
that it maintains edges to, so stepping (G, n) will often require making recursive calls to pull from (G, n’),
essentially shifting our focus to the node n’. Formally, we define this function by way of inference rules

in Figures 5.5, 5.6, and 5.7. We describe the different rules and their operation below.

Epsilon and Integers The EpsNode node is the simplest to define the semantics of: it simply emits
done (_) upon the first request, since a stream of type ¢ contains no events. This is encoded by G-Eps,
which simply produces done (G) when stepping a node n = EpsNode.

The constant integer node n = IntNode (b, k) corresponds to the integer constant term k. The first
time it’s pulled from, it should produce the value k, and then it should produce done on the next. We
implement this by initializing the boolean field b to False. If we pull and find the boolean to be in this
initial state (G-INT-FALSE), we yield the event baseev (k) and set the flag to True by updating the node n
to IntNode (True, k) in the result. Next time, we’ll find the boolean set to True (G-INT-TRUE), and hence

produce done. This correctly produces a stream of type Int: a single event baseev (k).
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G[n] = EpsNode G[n] = IntNode (False, k)

G-INT-FALSE

PS
step (G,n) = done (G) step (G,n) = yield (baseev (k),G[n = IntNode (True, k)])

G[n] = IntNode (True, k)
step (G,n) = done (G)

G-INT-TRUE

G[n] = CatRNode (False,ny, ny) step (G,n;) =yield (x,G")
step (G,n) = yield (CatEv (x),G’)

G-CAT-R-FALSE-YIELD

G[n] = catRNode (False, ny, ny) step (G, n;) = skip (G')
step (G,n) = skip (G")

G-CAT-R-FALSE-SKIP

G[n] = CatRNode (False, ny, ny) step (G,n;) = done (G')
step (G,n) = yield (CatPunc,G’[n = CatRNode (True,ny, ny)])

G-CAT-R-FALSE-DONE

G[n] = CatRNode (True, ny, ny) step (G, ny) = st
G-CAT-R-TRUE

step (G,n) = st

G[n] = InLNode (False,n’)
step (G,n) = yield (PlusA,G[n = InLNode (True,n’)])

G-INL-FALSE

G[n] = InLNode (True,n’) step (G,n’) =st
G-INL-TRUE

step (G, n) = st

G[n] = InRNode (False,n’)
G-INR-FALSE

step (G,n) = yield (PlusB,G[n = InRNode (True,n’)])

G[n] = InRNode (True,n’) step (G,n’) = st
G-INR-TRUE

step (G, n) = st

Figure 5.5: Graph Semantics Rules (Part 1)
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G[n] = CaseNode (0,n’, ny, ny) step (G,n’) = skip (G')
step (G,n) = skip (G")

G-CASE-ZERO-SKIP

G[n] = CaseNode (0,n’, ny, ny) step (G,n’) = yield (PlusA,G’)
G-CASE-ZERO-YIELD-A

step (G,n) = skip (G’'[n = CaseNode (1,n",ny,n3)])

G[n] = caseNode (0,n’, ny, ny) step (G,n’) =yield (PlusB,G’)
G-CASE-ZERO-YIELD-B

step (G,n) = skip (G'[n = CaseNode (2,1, n1, n2)])

G[n] = CaseNode (1,1, ny, ny) step (G, ny) =st
G-Casge-ONE

step (G, n) = st

G[n] = CaseNode (2,n’, ny, ny) step (G, ny) = st
G-Casge-Two

step (G,n) = st

Figure 5.6: Graph Semantics Rules (Part 2)

Sum Injection The sum injection nodes InLNode (b, n") and InRNode (b, n’) must produce sequences
that look like streams of type s+¢. Recall that such streams begin with either a PLusA or PlusB punctuation
(for left or right injection), followed by a stream of the corresponding type. The child node n’ is respon-
sible for producing this stream, so the injection node is only responsible for first emitting the appropriate
punctuation mark before delegating to n’. This two-stage machine is implemented using the boolean flag
b on the node, similar to the rules G-INT-FALSE and G-INT-TRUE. The flag is initialized to False. When
we pull from an injection node while the flag is False (rules G-INL-FALSE and G-INR-FALSE), the node
yields the corresponding punctuation mark and updates the node’s flag to True in the resulting graph.
Subsequent pulls from the node will find the flag to be True (rules G-INL-TRUE and G-INR-TRUE). In these

cases, we recursively pull from n’ and produce whatever result the child returns.

Cat Right The cat-pair node CatRNode (b, ny, ny) is tasked with producing a stream that behaves like
one of type s - t, given access to child nodes n; and n; that produce streams of types s and t, respectively.

Recall from Section 5.5 that such a stream has the form:

CatEv (x1),...,CatEv (x,),CatPunc,ys, ..., Ym
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G[n] = CatProjNode, (n")
G[n’] = CatCoordNode (False, ny) step (G, n) = skip (G")

step (G,n) = skip (G")

G-CATPRrOJj1-SKIP

G[n] = CatProjNode; (n)
G[n’] = CatCoordNode (False, ny) step (G, ns) = yield (CatEv (x),G’)

step (G,n) =yield (x,G')

G-CATPRrOjJ1-Y1ELD-CATEV

G[n] = CatProjNode, (n") G[n’] = CatCoordNode (False, ny)
step (G, ns) = yield (CatPunc,G)

— G-CatProj1-YieLp-CaTPUNC
step (G,n) = done (G'[n" = CatCoordNode (True, ns)])

G[n] = CatProjNode, (n")
G[n’] = CatCoordNode (False, ng) step (G, n) = skip (G)

step (G,n) = skip (G")

G-CATPROJ2-FALSE-SKIP

G[n] = CatProjNode, (n")
G[n’] = CatCoordNode (False, ng) step (G, ns) = yield (CatEv (),G")

step (G,n) = skip (G")

G-CAaTProj2-FALSE-CATEV

G[n] = CatProjNode, (n’) G[n’] = CatCoordNode (False, ny)
step (G, ns) = yield (CatPunc, G)

step (G,n) = skip (G'[n’ = CatCoordNode (True, ny)])

G-CATPRrOj2-FALSE-CATPUNC

G[n] = CatProjNode, (n")
G[n’] = CatCoordNode (True, ng) step (G, ng) = st

G-CATPRrOjJ2-TRUE
step (G,n) = st

G|[n] = SourceNode ({x, f)) fx =done (x")
step (G,n) = done (G[n = SourceNode ({(x’, f))])

G-SOURCE-DONE

G[n] = SourceNode ({x, ) fx =skip (x")
step (G,n) = skip (G[n = SourceNode ({x", f))])

G-SOURCE-SKIP

G[n] = SourceNode ({x, f)) fx=yield(e,x")
step (G,n) = yield (e, G[n = SourceNode ({(x, f))])

G-SOURCE-YIELD

G[n] = FixNode (n") step (G,n') = st G[n] = RecNode (n") reset (G,n') =G’
G-F1x G-REC
step (G, n) = st step (G,n) = skip (G)

Figure 5.7: Graph Semantics Rules (Part 3)
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G[n] = CatRNode (b, ny, ny) reset (G,n;) =G’ reset (G',ny) = G”

R-CaT-R
reset (G,n) = G”[n = CatRNode (False, ny, ns)]
G[n] = CatCoordNode (b,n’) reset (G,n') =G’
R-Coorp
reset (G,n) = G'[n = CatCoordNode (False,n’)]
G[n] = CatProjNode, (n’) reset (G,n’) =G’
R-CatProjl
reset (G,n) =G’
G[n] = CatProjNode, (n") reset (G,n') =G’
R-CaTPROJ2
reset (G,n) =G’
G[n] = InLNode (b,n") reset (G,n') =G’ G[n] = InRNode (b,n") reset (G,n') =G’
-In R-INR
reset (G,n) =G'[n = InLNode (False,n’)] reset (G,n) = G'[n = InRNode (False,n’)]
G[n] = CaseNode (k,n’,ny, ny)
reset (G,n') =G’ reset (G',ny) =G” reset (G”,ny) =G"” G[n] = EpsNode
R-CasE R-Eps
reset (G,n) = G”’[n = CaseNode (0,n’, ny, ny)] reset (G,n) =G
G[n] = IntNode (b, k) G[n] = FixNode (n") G[n] = RecNode (n")
R-INT R-Fix R-REC

reset (G,n) = G[n = IntNode (False k)] reset (G,n) =G reset (G,n) =G

G[n] = SourceNode ({x, f))
reset (G,n) =G

R-SOURCE

Figure 5.8: Subgraph Reset Operation
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That is, events from the first stream wrapped in CatEv (_), followed by a punctuation mark, followed by
events from the second stream. The node n must therefore first pull from n;, wrapping the events it yields
in CatEv (_) and forwarding them along. When n; produces done, the node n must then produce the
punctuation mark CatPunc and then simply forward events from n, from then on. This too is implemented
with a boolean flag b, initialized to False. When we pull from n while the flag is False, we recursively

pull from n; and handle the three cases separately:
« If ny yields an event x (G-CAT-R-FALSE-YIELD), we wrap it as CatEv (x) and yield it.
o If n; skips (G-Cat-R-FaLsE-Skip), the cat-pair node also skips.

« If ny is done (G-CAT-R-FALSE-DONE), we yield the punctuation mark CatPunc and update the flag

to True.

When the flag is True (G-CAT-R-TRUE), the node n simply delegates to ny, returning whatever result it

produces.

Case A casenode CaseNode (k, n’, ny, ny) must produce values from either n; or n; based on the tag from
n’, which produces a stream of type s+¢. This is implemented as a three-state machine: we begin by pulling
from n’ until the tag arrives, after which we switch to one of two other states that forward elements from
ny or ny respectively. The state is tracked by the integer value k on the node, which is always either 0
(waiting for the tag), 1 (pulling from n,), or 2 (pulling from n;). When in state 0, we pull from the source

stream n’ and handle three cases:
« If n’ skips (G-CASE-ZERO-SKIP), the case node also skips.

« If n’ yields the punctuation mark PlusA (G-CASE-ZERO-YIELD-A), we update the state to 1 and

skip.
« Ifn’ yields the punctuation mark PlusB (G-CASE-ZERO-YIELD-B), we update the state to 2 and skip.

Once in state 1 or 2, the rules are symmetric: we simply pull from n; (G-CAsg-ONE) or n, (G-CASE-Two)

respectively and forward whatever result they produce.
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Concatenation Projection The rules for the concatenation projection nodes are the most important
and subtle in our semantics. Recall from Section 5.7.1 that the node types CatProjNode; (n’) and CatProjNode, (n’)
arise from the translation of the cat-elimination form let (x;y) = zine. During the translation of e,
lookups for x resolve to a CatProjNode, (n’) node and lookups for y resolve to a CatProjNode, (n’) node.

In each pair of CatProjNode; (n’) and CatProjNode, (n’) nodes, the n’ is a reference to the coordinator
node CatCoordNode (b, ny) that holds shared mutable state b and a reference ng to the stream of type s - ¢
being projected from. The shared state is updated to maintain the invariant that b is True if and only if

the punctuation CatPunc has been pulled from the stream n.

First Projection. The node CatProjNode; (n’) must project out the s component from a stream of
type s-t. Since such a stream has the form CatEv (x1),...,CatEv (x,),CatPunc,..., the job of this node is
to pull from the source stream ng, peel off the CatEv (_) wrappers, and yield the underlying values until
reaching the punctuation. When we pull from a CatProjNode; (n’), the coordinator’s boolean state must
False, since we have not yet seen the punctuation. Then, we pull from ng (the coordinator’s source) and

handle three cases:
« If ng skips (G-CATPrOj1-SKkip), the projection also skips.

« If ng yields CatEv (x) (G-CATPROJ1-YIELD-CATEV), the projection yields x, stripping off the wrap-

per.

« If n; yields CatPunc (G-CaTPRroj1-YIELD-CATPUNC), we update the coordinator’s state to True

(marking that the punctuation has been seen) and the projection returns done.

Second Projection. The node CatProjNode, (n’) must project out the ¢t component from a stream
of type s - t. In effect, we must advance to the punctuation mark—either by pulling and discarding events
to reach it, or by noticing that a previous pull from the corresponding CatProjNode, (n’) already reached
it—and then yield the remaining events. The rules for accomplishing this also rely on the coordinator’s
shared state. In the simple case where we have already pulled on the corresponding CatProjNode; (n’)
node and the coordinator’s flag is True, rule G-CATPRrOj2-TRUE applies: we simply pull from ng and return

whatever result it produces.
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Otherwise, if the coordinator’s flag is still False, we must pull from ng to find the punctuation mark.

Depending on what we get, different rules apply, but in all cases we skip (nothing needs to be produced

yet):
o If ng skips (G-CATPROJ2-FALSE-SKIP), we skip.
« If ny yields CatEv (x) (G-CATPROJ2-FALSE-CATEV), we skip (discarding the event).

« If ng yields CatPunc (G-CATPRrROJ2-FALSE-CATPUNC), we update the coordinator’s state to True and

skip.

Once the coordinator’s state becomes True, subsequent pulls use G-CATPROJ2-TRUE to forward events
from n.

The dance that these two projection nodes engage in through their interaction with shared state is
the key complexity that the type system is designed to control. Indeed, what would happen if we first
pulled from CatProjNode, (n’) and then from CatProjNode; (n")? We would advance through to the
punctuation, set the coordinator’s flag to True, and forward the rest of the stream. But then, attempting to
pull from CatProjNode; (n’) would fail: those rules expect the coordinator’s flag to be False, since the first
projection must consume events before the punctuation marker. The orderedness checking type system is
designed to ensure that this never happens. If we ever pull from a CatProjNode; (n’) node, we believe the

type system guarantees?® that we do so before pulling from the corresponding CatProjNode, (n’) node.

Sources Pulling from a source node (G-SOURCE-DONE, G-SOURCE-SKIP, and G-SOURCE-YIELD), simply
invokes the step function f on the current state x and interprets the three possible outcomes in the obvious

way:
« If f x = done (x") (G-SoURCE-DONE), the node returns done and updates its state to x’.
« If fx =skip (x’") (G-SOURCE-SKIP), the node returns skip and updates its state to x’.

« If fx =yield (e, x") (G-SOURCE-YIELD), the node yields the event e and updates its state to x’.

23But have not proved! Future work, one hopes.
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Recursion Recall from Section 5.7.1 that the graph construction ensures that a subgraph corresponding
to a recursive operation is enclosed by a node r = FixNode (n’), where n’ points to the root node of
the operation. Then, recursive calls in the body of the operation are translated to RecNode (r)s, with r
pointing back to the enclosing recursion node. This lets us implement the recursion logic. When we pull
from a RecNode (r), we reset the control state of all nodes reachable from r, i.e. all those within the body
of the operation we’re currently recursively calling. Then, the next time we pull from r we have effectively
restarted the recursive function from its initial state, “jumping” back to the top of the function. This makes
it clear why all recursive calls must be tail calls: the next top-level pull simply re-starts the entire operation,
and we do not return to the recursive call site.

The resetting logic—defined by the subgraph reset judgment in Figure 5.8—traverses the subgraph
rooted at the recursive function body, setting all flags to their initial states. It stops at (a) nested recursive
functions FixNode (n”) (R-Fix), which maintain their own state, and (b) source nodes SourceNode ({x, f})
(R-Sourcek). Resetting a subgraph also only modifies mutable state fields within nodes—it never changes
or enlarges the structure of the graph itself, which must remain static over the course of execution.

The Rule G-REc is where the actual recursion logic happens. This is implemented in the rule G-REc,
which calls the auxiliary judgment reset (G,n) = G’ (Figure 5.8), which walks the subgraph rooted at
n and resets all mutable fields to their initial values. After resetting the state, G-Rec skips, allowing
execution to continue.

Nothing particularly interesting happens in the rule G-Fix: pulling from a FixNode (n") simply dele-
gates to n’, the root of the recursive function body. This node merely exists to serve as a dominator for the

subgraph implementing the recursive operation.

5.7.3 Putting it All Together

At the top level, we define the semantics of a pull graph (G, n) as a single unified pull stream by repeatedly

pulling from the source node n, as shown in Figure 5.9.

Theorem 5.7.1 (Semantic Soundness (Unproven)). Suppose:

Ly :s,...ye:se|Py.yroe:s
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step (G,n) = done (G")

STEP-DONE
step(G,n) = done ((G,n))
step (G,n) = skip (G")
STEP-SKIP
step(G,n) = skip ((G',n))
step (G,n) =yield (x,G")
STEP-YIELD

step(G,n) = yield (x, (G, n))
Figure 5.9: Top-Level Pull Graph Step Rules

2. N(yi) =n
3. N,-+[e] ~ (G,n)
Then, for all k, if (xoi, f;) EF s, then ((G',n), step) £¥ s, with G’ = G U {n; = SourceNode ({xo:, f;))}

This theorem captures the intended soundness property of the operational semantics. Consider an
open term e that is well-typed with type s in a context with variables y; : s; and a partial order P where all
y; are unrelated. Suppose we have pull streams for the input variables (xy;, f;) that semantically behave like
streams of type s; (i.e., (xoi, ;) EX s;). When we set up an initial node map with N(y;) = n;, the compiler
produces N, - + [e]] ~ (G,n). The theorem states that if we then run the full graph G’ = G U {n; =
SourceNode ({xo;, f;))}, it behaves like a stream of type s: ((G’,n), step) E¥ s.

This theorem is unproven, though we have validated it with random testing of the Yoink interpreter

that implements it. See Chapter 7 for discussion of how one might prove this in the future.
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Chapter 6

Compiling A¥ to Fused Imperative Programs

In the previous chapter, we gave a semantics for the pull graphs derived from A¥ terms. These operational
semantics bring us much closer to our goal of running functional stream programs in bounded space: the
semantics clearly do not materialize any unbounded auxiliary state. Indeed, the machine’s state is entirely
captured in a graph containing only nodes with bounded state. You could implement these semantics
directly as an interpreter, if you wished.

However, this is not entirely satisfying. If you were to build such an interpreter, it would still potentially
use unbounded space as it walked the pull graph. What we really want is a compiler that takes pull graphs
and turns them into bounded-state imperative programs. That is the goal of the first half of this chapter.

Once we have a practical implementation strategy for a compiler, we can actually build one! In the
second half of this chapter (Section 6.2), we present Yoink, our implementation of AY that compiles high-
level functional-style stream processing functions to fused imperative code. Yoink is both more expressive
than existing functional streaming eDSL (it allows pattern matching and recursion), and can also compile
(and hence fuse) some functions (like concatMap) that are not handled by previous work.

The path we take to compile a Yoink program is a well-understood one: we simply specialize the
semantics to that program. This is often referred to as the “Futamura Projection” [72]. While it’s mostly a
theoretical concept and not usually employed as a practical tool for building languages (though there are
some exceptions [191]), using the Futamura Projection is feasible here because the operational semantics
only recurses to a depth that is bounded by the size of the pull graph. Evaluating a single step might
have to pull from every node in the pull graph, but no more than that: we can simply unfold the entire
computation.

As discussed in Chapter 2, using metaprogramming or partial evaluation as a compilation technique for
stream programs is not a new idea [105, 106]. Like previous work that uses metaprogramming to compile
stream programs, our compilation has the added bonus of fusing the programs.

Like the content of the last chapter, we have not proved any equivalence between this compiler and the
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P :=skip
| x := e
|P; P
| if e then { P } else { P }
| while e { P }

e ==x| k| True| False
| BaseEv(k) | CatPunc | CatEv(e)
| PlusA | PlusB | DONE | None

Figure 6.1: Target Language Grammar

semantics, though we are confident that one holds. Doing so would be fun and interesting future work!

6.1 The Compiler

The compiler for 1Y uses the pull graph representation from Chapter 5 as its source language. The target
language is a minimal imperative language (in the style of IMP [190]) with values for events and state
machine flags; its syntax appears in Figure 6.1.

The first step of the compilation process is to take the pull graph (G, n) to be compiled, and replace
each node’s state with a fresh variable from the target language.

From there, compilation proceeds in two steps. First, the judgment compileInit (G,n) = I walks
the graph from n and generates a statement I that initializes the state variables. Second, a compilation
judgment compileStep(G,n){dst} = P (the real judgment is slightly different, and is discussed in Sec-
tion 6.1.1) generates a statement P that implements the step function. When executed, the generated
statement P deposits the result of the step in the destination variable dst: if the step yields an event e, that
event gets written to dst; if the step skips, dst is set to None; if the step is done, dst is set to a distinguished
DONE value. Intuitively, the specification for this judgment is that if we start in some state, running the
generated code P performs the same computation as one step of the step function from the semantics in
Section 5.7.2. Importantly, this statement P (1) mutably updates the state of the program instead of thread-

ing state around like the operational semantics, and (2) does not materialize any intermediate values in
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compileStep(G,n){dst} =P compileInit(G,n) =1

I;

dst := None

res := []
compile (G, n) = wh;le True {

if dst == DONE { break }
if dst != None { res.append(dst) }

}

Figure 6.2: Compiling to Accumulator

compileStep(G,n){dst} =P compileInit (G,n) =1

I;
conn := socket.create(...)
dst := None
while True {
compile (G,n) = P

if dst == DONE { break }
if dst != None { conn.write(dst) }
}

conn.close()

Figure 6.3: Compiling to Socket

memory other than its state variables.

This approach enables different compilation strategies depending on how we consume the stream.
Figure 6.2 shows compilation to a program that accumulates stream elements into a list. The rule compiles
(G, n) to a step statement P and initialization statement I, then wraps them in a loop that repeatedly runs P
and inspects the destination variable dst. If dst contains DONE, we break; if None, we continue; otherwise,
we append the event to the result list. Figure 6.3 shows an alternative that streams events over a network
socket instead. In the implementation of Yoink, we compile to the least common denominator: iterators.

This generalizes the choice of target, and lets clients compile once but run programs in many ways.

6.1.1 Compiling the Step Function

The core of the compiler walks the pull graph and generates imperative code implementing the step func-

tion. Each compilation rule corresponds directly to one or more operational semantics rules from Sec-
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tion 5.7.2, generating code that performs the same computation in an imperative style rather than as a

state transition.

6.1.2 Compiling with Continuations

This naive approach to code generation—where we pass a destination variable dst to each recursive com-
pilation call, with the specification that the generated code should write its result to dst—leads to overly
verbose generated code. Many compilation rules would recursively compile a subterm and then branch on
the result, producing code like dst := None; if dst == None then ..., where the compiler writes to
dst and immediately reads it back.

We can do better by using a continuation-passing style, following a technique due to Kiselyov et
al. [105]. Instead of passing a destination variable, we pass a continuation—a function k : {DONE}+{None}+
E — stmt, where E is the set of events and stmt is the set of target-language statements. Anywhere we
would have generated code dst := x, we instead generate k(x).

The final step of this technique exploits the fact that a function k : A+ B — C is equivalent to a
pair of functions A — C and B — C, and a function out of a singleton {x} — C is merely an element
of C. The output of a step function is always one of three things: (1) DONE, when the stream is finished,
(2) None, when the stream skips without producing an event, or (3) an event e. So, instead of passing a
single continuation, we can instead compile with three separate arguments: a statement D to run when the
stream is done, a statement S to run when the stream skips, and a continuation y : E — stmt to which we
throw?* events when we want to yield them. This particular technique is an instance of a more general
code-generation strategy sometimes known cryptically as “the trick” [51], which exploits CPS conversion
to specialize code.

Now that we have the continuation-based step-compilation judgment in place, we can revisit the top-
level compilation strategy. We can implement the compile-to-list strategy by compiling (G, n) with D =

break, S = skip, and y(e) = res.append(e). This is shown end-to-end in Figure 6.4.

24We frequently use the term “throw” in the sense of passing a value to a continuation, not in the exception-handling sense.
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y(e) = res.append(e)
compileStep (G, n) {break | skip |y} =P compileInit(G,n) =1
COMPILE

I;
compile (G,n) = {res := [] }
while True { P }

Figure 6.4: Compiling to Accumulator, With Continuations

6.1.3 The Rules

The step-function compilation judgment has the form:
compileStep (G,n){D|S |y} =P

This judgment means: given a graph G and a node n, along with the three continuations described above
(done statement D, skip statement S, and yield continuation y), we generate imperative code P that imple-

ments one step of the pull semantics for node n. The rules for this judgment are shown in Figures 6.5 and 6.6.

Eps and Int The rules CS-Eps and CS-INT are straightforward. With the first, we note that pulling from
eps immediately yields done (—) in the operational semantics (TpP-Eps), so compiling eps simply produces
the “done” statement D.

The rule CS-INT implements the two-phase state machine of producing an int then stopping. The
generated code first looks up the state boolean b. If it’s false, we haven’t yet produced this int, so we

throw baseev (k) to the yield continuation y after setting b to true.

Cat-R The CS-CAT-R rule generates code implementing the sequential behavior of a CatRNode (b, ny, ny).
Like CS-INT, it generates a conditional that branches on the boolean flag b, which in this case represents
the state of if we’ve drained n; and are now pulling from n,. The first branch of this conditional (we’re
now pulling from n;) runs the code P2, which is the result of directly compiling n;. If the boolean is false
(we’re in the initial state of pulling from n,), the code P1 runs, which is the result of compiling n;. The key

wrinkle is that when we compile n;, we modify the continuations to pass to the recursive call. First, we
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G[n] = EpsNode
compileStep (G,n){D|S |y} =D

CS-Eps

G[n] = IntNode (b, k)
compileStep (G,n){D|S |y} =1if b then D else {b := True; y(BaseEv(k))}

CS-INT

G[n] = CatRNode (b, ny, ny) y'(e) =y(CatEv (e))
compileStep (G,ny){b := True|S|y'}=P1 compileStep (G,ny){D|S |y} =P2

compileStep (G,n){D|S |y} =1if b then P2 else P1

CS-Cat-R

G[n] = CatProjNode, (n") G[n’'] = CatCoordNode (b, ny)
y'(e) =if e == CatPunc {b := True; S} else {y(e.inner)}
compileStep (G,ng){D|S|y'} =P

compileStep (G,n){D|S |y} =P

CS-CatProj1

G[n] = CatProjNode, (n") G[n’] = CatCoordNode (b, ny)
y'(e) =if b then y(e) else {if e == CatPunc then {b := True;S} else S}
compileStep (G,ng){D|S|y'} =P

compileStep (G,n){D|S |y} =P

CS-CaTPRrOJ2

G[n] = InLNode (b,n") compileStep (G,n){D|S |y} =P

CS-INL
compileStep(G,n){D|S |y} =1if b then P else {b := True; y(PlusA)}
G[n] = InRNode (b,n") compileStep (G,n"){D|S |y} =P
CS-INnR
compileStep(G,n){D|S |y} =if b then P else {b := True; y(PlusB)}
G|n] = caseNode (k,n’, ny, ny)
y'(e) = {if e == PlusA then k := 1 else k := 2};S
compileStep (G,n"){D|S|y'} =P
compileStep (G,n;){D|S |y} ="P1 compileStep (G,ny){D| S|y} =P2
CS-CasE

compileStep (G,n){D|S |y} =if k == @ then P else {if k == 1 then P1 else P2}

Figure 6.5: Step Function Compilation Rules (Part 1)
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G[n] = FixNode (n’) ~ compileStep (G,n'){D|S |y} =P
compileStep (G,n){D|S |y} =P

S-Fix

G[n] = RecNode (n’) G[n’] = FixNode (r) compileReset (G,r) =P

CS-REC
compileStep (G,n){D|S |y} =P
G[n] = SourceNode ({f))
CS-SOURCE
a := f();
if a == None then S else {

compilestep (G,n) {D|S [y} =1""3% J7_2°0ONE then D olse y(a)

Figure 6.6: Step Function Compilation Rules (Part 2)

modify the yield continuation:

y'(e) = y(CatEv (e))

This way, whatever events n; wants to emit, we modify its code generation to instead wrap them with
the CatEv (—) tag. This implements the behavior of the semantics rule G-CAT-R-FALSE-YIELD. The other
continuation that gets modified is the done continuation, where we pass the variable update b := True.
This implements the behavior of the semantics rule G-CAT-R-FALSE-DONE: n; being done is our signal
to switch to running ny, so we set the flag. On the next pull, we’ll take the first branch of the generated

conditional to run the code that pulls from n,.

Cat-Proj The rules CS-CaTProj1 and CS-CaTProj2 produce code that implements the semantics of pro-
jecting the first and second substreams from a stream of type s - t. We recall the semantics of these nodes
from Section 5.7.2.

Nodes n; = CatProjNode, (n") and n, = CatProjNode, (n’) come in pairs, both referencing a shared
coordinator node G[n’'] = CatCoordNode (b, n;) that holds (a) a reference to the stream to be destructed
ns, and (b) a flag variable b that is true if and only if the punctuation mark CatPunc has been pulled from
ns. Pulling from n; pulls ng and forwards unwrapped elements until the punctuation mark appears, and
then sets the flag. Pulling from n; first checks if the flag has been set: if it has not, it discards the elements
of ng up to the punctuation mark. Then, pulling from n, simply forwards elements from n;.

The compiler generates code that implements exactly this behavior. The rule CS-CaTPrOj1 gener-
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ates code for a CatProjNode; (n’) by emitting the code generated by compiling ns with an updated yield
continuation:

y'(e) =if e == CatPunc {b := True; S} else {y(e.inner)}

Each time the scrutinee stream ns produces an element, we first scrutinize it. If it’s not a CatPunc, then it
must be of the form CatEv (e’). We extract the e’ with e.inner, and yield it. If it is a CatPunc, we set the
flag to true, and run the skip continuation.

Meanwhile, the rule CS-CATPROJ2 generates code for a CatProjNode, (n’) by emitting code generated

by compiling ns with a different yield continuation:

y'(e) =if b then y(e) else {if e == CatPunc then {b := True;S} else S}

If b is set, we are in the “forward along” phase of pulling from CatProjNode, (—), so we throw e to the
original yield continuation y. Otherwise, we set b if the element we just pulled is the CatPunc, run the
skip continuation either way.

Note that, like the corresponding semantics rules from Section 5.7.2, the compilation scheme encoded
by these rules fundementally depends on the guarantees provided by the AY type system. Attemping to first
run code generated by CS-CATPrOj2 and then run code generated by CS-CaTProj1—the opposite order

from what is requred by the orderedness checker— will produce nonsensical results.

InL and InR  The rules CS-INL and CS-INR straightforwardly generate code implementing the first and
second projection. They both generate conditionals that first check their corresponding flags b, which
stores the state of wether or not the requisite PlusA or PlusB punctuation mark has been produced. If the
flag is not set, we set it, and throw the punctuation mark to the continuation y. If the flag has been set, we

simply run the program P compiled from the source stream.

Case The rule CS-CAsE generates code implementing the three-state state machine for case analysis on
streams of type s + t. The generated code branches on the state k to run the appropriate code for each

state. In state 0, the code runs P, which is the result of compiling the scrutinee stream n’ with a modified
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yield continuation:

y'(e) ={if e == PlusA then k := 1 else k := 2};S

This continuation inspects each event from n’ to check if it is the PlusA or PlusB punctuation mark, and
updates the state variable k accordingly before running the skip continuation. Once the state has been set,
subsequent pulls will take the appropriate branch, running either P1 (the code compiled from n,) if k is 1,

or P2 (the code compiled from ny) if k is 2.

Fix and Rec The rules CS-Fix and CS-Rec generate code for recursive operations. Recall from Sec-
tion 5.7.2 that the graph construction ensures a recursive operation is enclosed by a FixNode (n’) node,
where n’ points to the root of the operation’s body, and recursive calls within the body are translated to
RecNode (r) nodes pointing back to the enclosing recursion node. In the operational semantics, the rule
G-Fix simply delegates to the body, while G-REc implements the “jump” by calling the auxiliary judgment
reset (G,r) = G’ to reset all mutable state fields in the subgraph rooted at r back to their initial values.
The compiler implements this behavior directly. The rule CS-Fix generates code by simply compiling
the body n” with the same continuations—a FixNode (n’) is entirely transparent during code generation,
serving only as a marker for the extent of a recursive subgraph. The rule CS-Rec generates code that
performs the reset operation. It looks up the enclosing FixNode (r) and emits the code P generated by
the auxiliary judgment compileReset (G,r) = P, which walks the subgraph rooted at r and generates
statements to reset all mutable state variables to their initial values (stopping at nested FixNode (—) nodes
and source nodes, which maintain their own state). After executing this reset code, the next pull from
the FixNode (r) will effectively restart the recursive function from its initial state, implementing the tail-

recursive “jump” semantics.

Source Recall from Section 5.7.2 that in the operational semantics, source nodes SourceNode ({x, f})
have two components: a functional state x and a step function f, with the state threaded through the se-
mantics rules G-SOURCE-DONE, G-SOURCE-SK1P, and G-SOURCE-YIELD. However, as a precondition of the
compiler, we assume that all source nodes have been replaced by imperative pull streams SourceNode ((f))

where the step function f encapsulates and mutates its own state internally, rather than threading it func-
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tionally?®. The rule CS-SOURCE generates code that simply invokes this imperative step function. The
generated code calls f( ) and stores the result in a temporary variable a, then branches on the result: if a is
None, the source has skipped, so we run the skip continuation S; if a is DONE, we run the done continuation
D; otherwise, a must be an event, so we throw it to the yield continuation y. Since source nodes encapsulate

their own state, the compiler does not need to allocate or manage any additional state variables for them.

6.1.4 Compiling Recursive Resets

The rule CS-REc for recursive calls uses the auxiliary judgment compileReset (G, n) = P to generate code
that resets a recursive block. The rules for this judgment are found in Figure 6.7. This judgment and its
rules mirror those of the judgment reset (G, n) = G’ from Section 5.7.2, but generates code that mutates

the states to their initial settings?®.

6.1.5 Compiling the Initial State

The judgment compileInit (G, n) = I generates code I that initializes the state variables for the the sub-
graphrooted at n. The rules for this judgment (Figure 6.8) are nearly identical to those for compileReset (G, n) =
P. The key difference is that initialization must initialize everything, including nested recursive functions,
while the reset judgment stops at nested FixNode (—) boundaries. This is reflected in rule CI-F1x, which

recursively initializes the body of a fix node, whereas CR-Fix stops at nested recursions.

6.2 Yoink

To further prove out the ideas of this chapter, I've implemented Yoink?’ a small Python eDSL based on AY.
Yoink implements the type system, semantics, and compiler of 17, allowing programmers to write stream

processing code in functional style embedded in Python, and then compile it to Python iterators.

BIndeed, the compiler is only correct if this replacement has been done correctly, and functional source streams have been
replaced by equivalent imperative ones.

%Eagle-eyed readers may note that because these graphs are DAGs (with join-points at coordinator nodes), uses of
CR-CaTPROJ1 and CR-CATPROJ2 may generate duplicate reset code. This is semantically fine, but a bit wasteful. The imple-
mentation of Yoink ensures that it only traverses each node at most once.

Thttps://github.com/alpha-convert/Yoink
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G[n] = CatRNode (b, ny, ny)

compileReset (G,n;) =P1 compileReset (G, ny) = P2
CR-CaT-R

compileReset (G,n) =b := False; P1; P2

G[n] = CatCoordNode (b, n") compileReset (G,n’) =P
CR-Coorp

compileReset (G,n) =b := False; P

G[n] = CatProjNode, (n’) compileReset (G,n’) =P

- CR-CatProj1
compileReset (G,n) =P

G[n] = CatProjNode, (n") compileReset (G,n’) =P

- CR-CaTPROj2
compileReset (G,n) =P

G[n] = InLNode (b,n’) compileReset (G,n’) =P
CR-INL

compileReset (G,n) =b := False; P

G[n] = InRNode (b,n") compileReset (G,n’) =P

: CR-INR
compileReset (G,n) =b := False; P

G|[n] = caseNode (k,n’, ny, ny) compileReset (G,n") = Po
compileReset (G,n;) = P1 compileReset (G, ny) = P2

- CR-CAsE
compileReset (G,n) =k := @; Po; P1; P2
G[n] = EpsNode G[n] = IntNode (b, k)
- — CR-Eps -
compileReset (G, n) = skip compileReset (G,n) =b := False
G[n] = FixNode (n") G|[n] = RecNode (n")
- — CR-Fix - — CR-REC
compileReset (G,n) = skip compileReset (G,n) = skip

G[n] = SourceNode ((f))

- — CR-SOURCE
compileReset (G, n) = skip

Figure 6.7: Recursive Reset Compilation Rules
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G[n] = CatRNode (b, ny, ny)

compileInit (G,ny) =11 compileInit (G, ny) =12
CI-Cat-R

compileInit (G,n) =b := False; I1; I2

G[n] = CatCoordNode (b,n’) compilelnit (G,n’) =1
compileInit(G,n) =b := False; I

CI-CoorD

G[n] = CatProjNode,; (n’) compileInit (G,n’) =1
CI-CaTProj1

compileInit (G,n) =1

G[n] = CatProjNode, (n") compileInit (G,n’) =1
compileInit(G,n) =1

CI-CaTPRrOj2

G[n] = InLNode (b,n") compilelnit (G,n’) =1
CI-INL

compileInit (G,n) =b := False; I

G[n] = InRNode (b,n’) compileInit (G,n’) =1
CI-INR

compileInit (G,n) =b := False; I

G|n] = caseNode (k,n’, ny, ny)
compileInit (G,n’) =10 compileInit (G,ny) =11 compileInit (G,ny) =12

- - CI-CasE
compileInit (G,n) =k := 0; Ie; I1; I2
G|[n] = EpsNode G[n] = IntNode (b, k)
CI-Eps Cl-InT
compileInit (G,n) =skip compileInit (G,n) =b := False
G[n] = FixNode (n") compileInit (G,n’) =1 G[n] = RecNode (n")

- - CI-Fix - - — CI-REC

compileInit(G,n) =1 compileInit (G,n) =skip

G[n] = SourceNode ({f))
compileInit (G,n) =skip

CI-SOURCE

Figure 6.8: Initial State Compilation Rules
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6.2.1 Implementation of Yoink

Yoink is implemented as a small Python library that uses a tracing decorator for compilation, adopting an
approach similar to that of Jax or Triton [70, 176]. The surface syntax is essentially a very lightweight
shim over writing AY terms directly: more work would be required to make it feel ergonomic and natural
to program in. Functions in Yoink are written as Python methods annotated with a@Yoink. jit decorator,
with the signature def f(yoink, ...): ....The first argument, yoink, is a special object that serves
as the gateway to A¥’s term constructors. The rest of the arguments are stream arguments to the function,
implicitly in parallel. Inside the body of such a function, you build A¥ terms by calling methods on this
yoink object.

Each AY term former has a corresponding method on the yoink object. For example, yoink.inl(x) and
yoink.cons(y, z) correspond to the inl and cons constructors, respectively. Elimination forms work
similarly: yoink.catl(z) implements the cat-elimination form and returns a tuple of the two stream
components, allowing you to write (x, y) = yoink.catl(z) in the natural Python style. Case analysis
forms like plus-elimination are written by passing Python functions that implement the branch bodies—
for instance, yoink.case(x, lambda y: _, lambda z: _). Beyond the core AY features described
in Chapter 5, the language includes a space-bounded version of the wait operation from Delta, which
allows you to buffer and compute on values so long as they do not require unbounded space to store. The
language also supports higher-order functions as in Delta.

When you define a function decorated with @Yoink.jit, the decorator executes the function body
with symbolic values for the inputs, tracing the evaluation to build a AY term. Along the way, the term is
typechecked with an algorithmic form of the ordered type system from Chapter 5. By collecting a partially
ordered set of variables ordered by their usages, we can ensure that no disallowed usages occur. Addition-
ally, type annotations can be given to top-level function arguments; these are then checked (essentially
bidirectionally [146]) at intro and elimination forms.

After typechecking completes successfully, the result is a pull graph representation of the program. At
this point, users have two options for execution. First, you can directly run the resulting pull graph using

the interpreter, which directly implements the operational semantics from Section 5.7.2. Alternatively,
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you can compile the pull graph to a Python iterator using an implementation of the compiler described
in this chapter. The compiler implementation uses Python’s ast module to generate a class with an iter-
ator implementation that executes the step function, producing efficient imperative code that can be used
anywhere Python iterators are expected.

To ensure correctness, I have done extensive differential testing using the Hypothesis property-based
testing framework. For each test program, we generate sequences of input events and ensure that the
compiler and interpreter agree on the output events. In lieu of a proof, this is reasonably strong empirical

vidence that the compiler is semantics-preserving.

6.2.2 Examples of Yoink Programs

Below we show some examples of Yoink programs of increasing complexity. These examples show both
the source Python code, as well as the iterator classes that they compile to. Both the source code and
compiled could use some improvement in future work. The functional style is not as clean as one might
like in the source Python, owing mostly to Python’s disallowing of multi-line lambdas. The compiled code
works, but is extremely verbose due to the full fusion and some code duplication. We discuss both of these
facts in Chapter 7. The genderated code in all examples has been cleaned up from the direct compiler
output: identifiers have been de-mangled, and some lines have been collapsed to save space.

Figure 6.9 shows the identity function on a stream of type Int**. Note that the code generated by
the identity function at any type is the same: we simply pull on the input until it is exhausted. Fig-
ures 6.10 and 6.11 show the first and second projection operations on a stream of concatenation type.
These demonstrate the shared state of the coordinator, rendered as seen_punc in each. Figure 6.12 shows
the recursive definition of the map function, as well as the compiled output of the identity map operation.
Figure 6.13 demonstrates a more interesting use of the map function, adding one to every element in a
stream of Ints. This also makes use of the wait operation present in Yoink that is absent from its formal-
ization in AY. Uses of wait compile to bounded-sized buffers that contain the events on the waited stream.
Once it’s complete, the values can be modified and then re-serialized with emit. Finally, Figure 6.14 shows

a fully-fused use of concat_map.
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Source: Compiled:

ints = TyStar(Singleton(int)) class CompiledIter:
def __init__(self, =input_iterators):

Yoink.jit
a R J . . self.inputs = list(input_iterators)
def id(yoink, s : ints): pass
return s
def __next__(self):
try:
tmp_o = next(self.inputs[e])
result = tmp_o
except StopIteration:
result = DONE
if result is DONE:
raise StopIteration()
return result
Figure 6.9: Identity Function in Yoink
Source: Compiled:
aYoink.jit class CompiledIter:

def __init__(self, =input_iterators):

f proji1 ink
de proj (yo ! self.inputs = list(input_iterators)

s : TyCat(Singleton(int), self.seen_punc = False
singleton(int))); self.input_exhausted = False

(a,b) = yoink.catl(s) def __next__(self):

return a if self.input_exhausted:

result = DONE
elif self.seen_punc:
result = DONE
else:
try:
tmp_o = next(self.inputs[e])
if isinstance(tmp_e, CatEvA):
result = tmp_o.value
elif isinstance(tmp_o, CatPunc):
self.seen_punc = True
result = DONE
else:
result = None
except StopIteration:
self.input_exhausted = True
result = DONE
if result is DONE:
raise StopIteration()
return result

Figure 6.10: First projection in Yoink
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Source:
aYoink.jit
def proj2(yoink,
s : TyCat(Singleton(int),

Singleton(int))):

(a,b) = yoink.catl(s)
return b

Source:

def map(yoink,x,map_fn,
result_type):
def build_body(rec):
def cons_case(hd,tl):
out map_fn(hd)
return yoink.cons(out,rec)
return yoink.starcase(x,
lambda yoink.nil(),
cons_case)
return yoink.fix(build_body,
result_type)

class
def

def

ints = TyStar(Singleton(int))
QYoink.jit
def map_id(yoink, s
return map(yoink,s,
lambda x: x,ints)

ints):

Compiled:
class CompiledIter:
def __init__(self, =input_iterators):
self.inputs = list(input_iterators)

self.seen_punc False
self.input_exhausted

False
def __next__(self):
if self.input_exhausted:
result DONE
else:
try:
tmp_o = next(self.inputs[e])
if not self.seen_punc:
if isinstance(tmp_o, CatEvA):
result None
elif isinstance(tmp_o, CatPunc):
self.seen_punc True
result None
else:
result

None
else:
result tmp_o
except StopIteration:
self.input_exhausted
result DONE
if result is DONE:

raise StopIteration()
return result

True

Figure 6.11: Second projection in Yoink

Compiled:

CompiledIter:
__init__(self, =input_iterators):

self.inputs = list(input_iterators)

self.nil_tag_emitted = False; self.catr_state = o
self.seen_punc = False; self.input_exhausted = False
self.case_tag_read = False; self.active_branch = -1

self.cons_tag_emitted = False

__next__(self):
if not self.case_tag_read:

try:
tmp_o = next(self.inputs[e]); self.case_tag_read = True
if isinstance(tmp_o, PlusPuncA): self.active_branch = o
elif isinstance(tmp_o, PlusPuncB): self.active_branch = 1
else: raise RuntimeError(f’Expected PlusPuncA or PlusPuncB’)
result = None
except StopIteration: result = DONE
elif self.active_branch == o:
if not self.nil_tag_emitted: self.nil_tag_emitted = True; result = PlusPuncA()
else: result = DONE
elif not self.cons_tag_emitted: self.cons_tag_emitted = True; result = PlusPuncB()
elif self.catr_state == o:
if self.input_exhausted: self.catr_state = 1; result = CatPunc()
elif self.seen_punc: self.catr_state = 1; result = CatPunc()
else:
try:
tmp_1 = next(self.inputs[e])
if isinstance(tmp_1, CatEvA): result = CatEvA(tmp_1.value)

elif isinstance(tmp_1, CatPunc)

self.seen_punc = True; self.catr_state = 1; result = CatPunc()
else: result = None
except StopIteration:
self.input_exhausted = True; self.catr_state = 1; result = CatPunc()

else: # reset state for next iteration
self.nil_tag_emitted = False; self.catr_state = o; self.seen_punc = False
self.input_exhausted = False; self.case_tag_read = False
self.active_branch = -1; self.cons_tag_emitted = False; result = None

if result is DONE:
return result

raise StopIteration()

Figure 6.12: Map in Yoink
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Source: Compiled:

s s 3 class CompiledIter:
avoink. J 1t . def __init__(self, *input_iterators):
def map_add_one( yOlnk , self.inputs = list(input_iterators)

_— . self.nil_tag_emitted = False; self.case_tag_read = False
S @ 1nts) . self.active_branch = ; self.seen_punc = False

False; self.emit_phase = 1

o self.input_exhausted
def add_One(X) . self.emit_buffer = None; self.emit_index = o
y = yoj_nk.waj_t(x) self.catr_state = o; self.first_exhausted = False
self.wait_buffer = [Nonel; self.wait_buffer_idx = e

return yoink.emit(y+1) self.cons_tag_emitted = False; self.const_buf = [None]
return map(yoink,s self.binop_buf = [None]
’

add one , ints) def T_next__(se'Lf):
- if not self.case_tag_read:
try:
tmp_o = next(self.inputs[e]); self.case_tag_read = True
if isinstance(tmp_o, PlusPuncA): self.active_branch = o
elif isinstance(tmp_o, PlusPuncB): self.active_branch = 1
else: raise RuntimeError(f’Expected PlusPuncA or PlusPuncB’)
result = None
except StopIteration: result = DONE
elif self.active_branch == o:
if not self.nil_tag_emitted: self.nil_tag_emitted = True; result = PlusPuncA()
else: result = DONE
elif not self.cons_tag_emitted: self.cons_tag_emitted = True; result = PlusPuncB()

elif self.catr_state == o:
if not self.first_exhausted:
if self.input_exhausted: self.first_exhausted = True; result = None
elif self.seen_punc: self.first_exhausted = True; result = None
else:
try:

tmp_1 = next(self.inputs[e])
if isinstance(tmp_1, CatEvA):
self.wait_buffer[self.wait_buffer_idx] = tmp_1i.value; result = None
elif isinstance(tmp_1, CatPunc)
self.seen_punc = True; self.first_exhausted = True; result = None
else: result = None
except StopIteration:
self.input_exhausted = True; self.first_exhausted = True; result = None
elif self.emit_phase == 1:
self.const_buf[e] = BaseEvent(1)
self.binop_buf[e] = BaseEvent(self.wait_buffer[e].value + self.const_buf[e].value)
self.emit_index = o; self.emit_phase = 2; result = None
elif self.emit_index < len(self.binop_buf):
result = CatEvA(self.binop_buf[self.emit_index]); self.emit_index += 1
else: self.catr_state = 1; result = CatPunc()
else: # reset state for next iteration
self.nil_tag_emitted = False; self.case_tag_read = False; self.active_branch = -1
self.seen_punc = False; self.input_exhausted = False; self.emit_phase = 1
self.emit_buffer = None; self.emit_index = o; self.catr_state = o
self.first_exhausted = False; self.wait_buffer = [None]
self.wait_buffer_idx = o; self.cons_tag_emitted = False; result = None
if result is DONE: raise StopIteration()
return result

Figure 6.13: Map with body in Yoink
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Source:

intss = TyStar(TyStar(
Singleton(int))) def

@Yoink.jit
def concatmap_adds(yoink,
s : intss):
def add_one(x):
y = yoink.wait(x)
return yoink.emit(y+1)
def map_add_one(xs):
return yoink.map(
xs, add_one)
return yoink.concat_map(
s, map_add_one) def

Compiled:

class FlattenedIterator

__init__(self, =input_iterators):

self.inputs = list(input_iterators)

self.case1i_tag_read = False; self.casei_branch = -1
self.coordi_seen_punc = False; self.coordi_exhausted = False
self.coord2_seen_punc = False; self.coord2_exhausted = False
self.inj1_emitted = False; self.catri_state = o
self.sinki_exhausted = False; self.inj2_emitted = False

self.case2_tag_read = False; self.case2_branch = -1
self.inj3_emitted = False; self.wait_buf = [Nonel; self.wait_idx = o
self.catr2_state = 0; self.case3_tag_read = False; self.case3_branch = -1

self.inj4_emitted = False; self.emit_phase = 1

self.emit_buf = None; self.emit_idx = o
self.sink2_exhausted = False; self.sink3_exhausted = False
self.coord3_seen_punc = False; self.coord3_exhausted = False
self.const_buf = [Nonel; self.binop_buf = [Nonel

__next__(self):
if not self.casei_tag_read:
try:
t = next(self.inputs[e]); self.casei_tag_read = True
if isinstance(t, PlusPuncA): self.casei_branch = o
elif isinstance(t, PlusPuncB): self.casei_branch = 1
else: raise RuntimeError(f’'Expected tag, got {t}’)
result = None
except StopIteration: result = DONE
elif self.casei_branch == o:
if not self.inji_emitted: self.inji_emitted = True; result = PlusPuncA()
else: result = DONE
elif not self.case3_tag_read:
if not self.case2_tag_read:
if self.coordi_exhausted or self.coordi_seen_punc: result = DONE
else:
try:
t = next(self.inputs[e])
if isinstance(t, CatEvA):
self.case2_tag_read = True
if isinstance(t.value, PlusPuncA): self.case2_branch =
elif isinstance(t.value, PlusPuncB): self.case2_branch
else: raise RuntimeError(f’Expected tag’)
result = None
elif isinstance(t, CatPunc): self.coordi_seen_punc = True; result = DONE
else: result = None
except StopIteration: self.coordi_exhausted = True; result = DONE
elif self.case2_branch == o:
if not self.inj3_emitted:

o
=1

self.inj3_emitted = True; self.case3_tag_read = True; self.case3_branch = o; result

else: result = DONE
elif not self.inj2_emitted:

self.inj2_emitted = True; self.case3_tag_read = True; self.case3_branch = 1; result

# continued in Figure~\ref{fig:yoink-concat-map-adds-2}...

Figure 6.14: Concat Map in Yoink(Part 1)
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Compiled (continued):

#o...
elif self.catri_state == o:
if not self.sink2_exhausted:
if self.coord3_exhausted or self.coord3_seen_punc: self.sink2_exhausted = True; result = None
elif self.coordi_exhausted or self.coordi_seen_punc:
self.coord3_exhausted = True; self.sink2_exhausted = True; result = None
else:
try:
t = next(self.inputs[e])
if isinstance(t, CatEvA):
if isinstance(t.value, CatEvA): self.wait_buf[self.wait_idx] = t.value.value; result = None
elif isinstance(t.value, CatPunc):
self.coord3_seen_punc = True; self.sink2_exhausted = True; result = None
else: result = None
elif isinstance(t, CatPunc):
self.coordi_seen_punc = True; self.coord3_exhausted = True
self.sink2_exhausted = True; result = None
else: result = None
except StopIteration:
self.coordi_exhausted = True; self.coord3_exhausted = True
self.sink2_exhausted = True; result = None
elif self.emit_phase == 1:
self.const_buf[e] = BaseEvent(1)
self.binop_buf[e] = BaseEvent(self.wait_buf[e].value + self.const_buf[e].value)
self.emit_idx = o; self.emit_phase = 2; result = None
elif self.emit_idx < len(self.binop_buf):
ev = CatEvA(self.binop_buf[self.emit_idx]); self.case3_tag_read = True
if isinstance(ev, PlusPuncA): self.case3_branch = o
elif isinstance(ev, PlusPuncB): self.case3_branch =
else: raise RuntimeError(f’Expected tag’)
result = None; self.emit_idx += 1
else: self.catri_state = 1; self.case3_tag_read = True; self.case3_branch = 1; result = None
elif not self.sink3_exhausted:
if self.coord3_exhausted or self.coord3_seen_punc: self.sink3_exhausted = True; result = None
elif self.coordi_exhausted or self.coordi_seen_punc:
self.coord3_exhausted = True; self.sink3_exhausted = True; result = None
else:
try:
t = next(self.inputs[e])
if isinstance(t, CatEvA):
if isinstance(t.value, CatEvA): result = None
elif isinstance(t.value, CatPunc):
self.coord3_seen_punc = True; self.sink3_exhausted = True; result = None
else: result = None
elif isinstance(t, CatPunc):
self.coordi_seen_punc = True; self.coord3_exhausted = True
self.sink3_exhausted = True; result = None
else: result = None
except StopIteration:
self.coordi_exhausted = True; self.coord3_exhausted = True
self.sink3_exhausted = True; result = None
else: # reset inner loop
self.wait_buf = [Nonel; self.wait_idx = o; self.inj2_emitted = False
self.emit_phase = 1; self.emit_buf = None; self.emit_idx = o
self.case2_tag_read = False; self.case2_branch = -1
self.sink2_exhausted = False; self.catri_state = o
self.sink3_exhausted = False; self.inj3_emitted = False
self.coord3_seen_punc = False; self.coord3_exhausted = False; result = None
elif self.case3_branch == o:
if not self.sinki_exhausted:
if self.coordi_exhausted or self.coordi_seen_punc: self.sinki_exhausted = True; result = None
else:
try:
t = next(self.inputs[e])
if isinstance(t, CatEvA): result = None
elif isinstance(t, CatPunc):
self.coord1i_seen_punc = True; self.sinki_exhausted = True; result = None
else: result = None
except StopIteration: self.coordi_exhausted = True; self.sinki_exhausted = True; result = None
# continued...

1

Figure 6.15: Concat Map in Yoink(Part 2)
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Compiled (continued):

#o...

else: # reset outer state
self.case1_tag_read = False; self.casei_branch = -1
self.coordi_seen_punc = False; self.coordi_exhausted = False
self.coord2_seen_punc = False; self.coord2_exhausted = False
self.inji_emitted = False; self.catri_state = o
self.sink1_exhausted = False; self.inj2_emitted = False

self.case2_tag_read = False; self.case2_branch = -1
self.inj3_emitted = False; self.wait_buf = [Nonel; self.wait_idx = o
self.catr2_state 0; self.case3_tag_read = False; self.case3_branch = -1

self.injs_emitted = False; self.emit_phase = 1; self.emit_buf = None; self.emit_idx = o
self.sink2_exhausted = False; self.sink3_exhausted = False
self.coord3_seen_punc = False; self.coord3_exhausted = False; result = None
elif not self.inj4_emitted: self.injs_emitted = True; result = PlusPuncB()
elif self.catr2_state == o:
if self.coord2_exhausted or self.coord2_seen_punc: self.catr2_state = 1; result = CatPunc()
elif not self.case2_tag_read:
if self.coordi_exhausted or self.coordi_seen_punc:
self.coord2_exhausted = True; self.catr2_state = 1; result = CatPunc()
else:
try:
t = next(self.inputs[e])
if isinstance(t, CatEvA):
self.case2_tag_read = True
if isinstance(t.value, PlusPuncA): self.case2_branch =
elif isinstance(t.value, PlusPuncB): self.case2_branch
else: raise RuntimeError(f’Expected tag’)
result = None
elif isinstance(t, CatPunc):
self.coordi_seen_punc = True; self.coord2_exhausted = True
self.catr2_state = 1; result = CatPunc()
else: result = None
except StopIteration:
self.coordi_exhausted = True; self.coord2_exhausted = True
self.catr2_state = 1; result = CatPunc()
elif self.case2_branch == o:
if not self.inj3_emitted: self.inj3_emitted = True; result = None
else: self.coord2_exhausted = True; self.catr2_state = 1; result = CatPunc()
elif not self.inj2_emitted: self.inj2_emitted = True; result = None
elif self.catri_state == o:
if not self.sink2_exhausted:
if self.coord3_exhausted or self.coord3_seen_punc: self.sink2_exhausted = True; result = None
elif self.coordi_exhausted or self.coordi_seen_punc:
self.coord3_exhausted = True; self.sink2_exhausted = True; result = None
else:
try:
t = next(self.inputs[e])
if isinstance(t, CatEvA):
if isinstance(t.value, CatEvA): self.wait_buf[self.wait_idx] = t.value.value; result = None
elif isinstance(t.value, CatPunc):
self.coord3_seen_punc = True; self.sink2_exhausted = True; result = None
else: result = None
elif isinstance(t, CatPunc):
self.coordi_seen_punc = True; self.coord3_exhausted = True
self.sink2_exhausted = True; result = None
else: result = None
except StopIteration:
self.coordi_exhausted = True; self.coord3_exhausted = True
self.sink2_exhausted = True; result = None
elif self.emit_phase == 1:
self.const_buf[e] = BaseEvent(1)
self.binop_buf[e] = BaseEvent(self.wait_buf[e].value + self.const_buf[e].value)
self.emit_idx = o; self.emit_phase = 2; result = None
elif self.emit_idx < len(self.binop_buf)
ev = CatEvA(self.binop_buf[self.emit_idx])
if isinstance(ev, CatEvA): result = CatEvA(ev.value)
elif isinstance(ev, CatPunc):
self.coord2_seen_punc = True; self.catr2_state = 1; result = CatPunc()
else: result = None
self.emit_idx += 1
else:
self.catri_state = 1
if isinstance(CatPunc(), CatPunc)
self.coord2_seen_punc = True; self.catr2_state = 1; result = CatPunc()
else: result = None
elif not self.sink3_exhausted:
if self.coord3_exhausted or self.coord3_seen_punc: self.sink3_exhausted = True; result = None
elif self.coordi_exhausted or self.coordi_seen_punc:
self.coord3_exhausted = True; self.sink3_exhausted = True; result = None
else:
try:
t = next(self.inputs[e])
if isinstance(t, CatEvA):
if isinstance(t.value, CatEvA): result = None
elif isinstance(t.value, CatPunc):
self.coord3_seen_punc = True; self.sink3_exhausted = True; result = None
else: result = None
elif isinstance(t, CatPunc):
self.coordi_seen_punc = True; self.coord3_exhausted = True
self.sink3_exhausted = True; result = None
else: result = None
except StopIteration:
self.coordi_exhausted = True; self.coord3_exhausted = True
self.sink3_exhausted = True; result = None
else: # reset inner loop
self.wait_buf = [Nonel; self.wait_idx = o; self.inj2_emitted = False
self.emit_phase = 1; self.emit_buf = None; self.emit_idx = o
self.case2_tag_read = False; self.case2_branch = -1
self.sink2_exhausted = False; self.catri_state = o ],3 1
self.sink3_exhausted = False; self.inj3_emitted = False
self.coord3_seen_punc = False; self.coord3_exhausted = False; result = None
else: # reset catr2
self.catr2_state = 0; self.case3_tag_read = False; self.case3_branch = -1
self.injs_emitted = False; self.coord2_seen_punc = False; self.coord2_exhausted = False; result = None
if result is DONE: raise StopIteration()
return result

0]
=1

Figure 6.16: Concat Map in Yoink(Part 3)



Chapter 7

Future Work

Thus concludes our journey into ordered types for stream processing. But the fun need not end here! This
document leaves several threads unpulled; several streams of thought unfollowed. We enumerate a few

below.

7.1 Proofs about 1Y

The work of Chapters 5 and 6 leave two proof obligations outstanding. These proofs would both be (a) fun,
and (b) required work to complete the story of 1Y to a level where it could be submitted for publication.

The first is the soundness theorem for AY outlined in Chapter 5. This proof is a little thorny: despite
the step functions being nonrecursive and terminating, pull streams are fundamentally coinductive objects,
and soundness is about the multi-step behavior of streams. To avoid dealing with this coinductive structure
directly in this document, we phrased the theorem in terms of safety for an arbitrary number of steps.
Despite this simplification, completing the proof would probably still require employing proof techniques
used in coinduction or the study of labeled transition systems [164].

The second outstanding proof is the compiler correctness theorem for the compiler in Chapter 6. Set-
ting up this theorem is relatively straightforward: we want the semantics to serve as a Hoare logic spec-
ification for the compiled code. That is, if we start in a valid state and run the code for the generated
step function, we should end up in the state produced by the step function (and potentially yield the same
value). Most of this proof is likely compositional over the structure of the pull graph and generated code.
For most of the cases, the only “interesting” bit is setting up a binary relation between states of the step
function and variables in the generated code. However, the truly challenging aspect is probably the in-
variants about how the aliased state is mutated through concatenation projection. Structurally, we could
probably use a lot of off-the-shelf tools to accomplish this proof, since it’s fundamentally a compiler cor-
rectness proof (an extremely well-studied area [110, 121]). One interesting option is to use ITrees, both

for modeling the coinductive structure of the pull graph semantics of ¥, and for modeling the imperative
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language used as the target. Another option would be to use a program logic like Iris.

7.2 Further Implementation of Yoink

At present, the Yoink implementation is in a relatively preliminary state, and other research directions
would likely emerge from continuing to build it out. One natural next step would be to integrate with ex-
isting streaming libraries in Python, allowing Yoink programs to interoperate with established streaming
ecosystems. Additionally, writing more example programs and attempting to port examples from Delta
would help validate the design, identify remaining extensions that would be required to make the it prac-
tical.

Another issue with Yoink is code size: the Python code generated is often quite large (as demonstrated
in Chapter 6). Some of this is an inevitable property of “full” fusion, wher inlining of definitions must
blow up code size somewhat. However, some of this could be fixed with a smarter compilation strategy.
In particular, compiling the case expression eliminators for plus and star introduces significant overhead
since we must duplicate the code for the scrutinee: once in the bit of the code that searches for the tag,
and then in both branhches.

Finally, exploring other compilation targets could expand Yoink’s applicability: for instance, targeting
Rust iterators would be straightforward— it essentially just requires emitting code in a different syntax—

and might enable compilation to embedded devices.

7.3 Combinator Safety

Much of the content of this dissertation document would seem relatively anti-combinator. Indeed, we
have just concluded a long quest to free stream programmers from the confines of their combinator-only
programming style. But combinators are not always bad! There’s a reason that the set of list combinators
were adopted into streaming programming in the first place: the programming patterns they encapsulate
are in fact ubiquitous, and having to always rewrite the recursion every time would be tedious.

It turns out that Yoink has an interesting design side effect, enirely unrelated to its original goals: its

makes it possible to safely use a larger set of streaming combinators than other languages of imperative
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pull streams. As an example consider the composition of combinators, where s is a stream and n is an
integer:

concat(drop(n,s),take(n,s))

What does this do? If these combinators are implemented imperatively, this program has very strange
behavior: if n = 3 and s produces (1, 2, 3, 4, 5), the result is just (4,5). If these combinators (and s) were
implemented with functional pull streams, the result would be the (potentialy expected) (4,5, 1, 2, 3). With
imperative pull streams, the two components of the concat alias and mutably update each other’s state
(the state of s), and clobber each other. Different imperative streaming libraries tackle this problem differ-
ently. Some carefully restrict their set of combinators to disallow combinations that would have behaviors
different from their functional equivalents [105, 108]. Others like Rust’s iterators use existing type system
features to prevent aliased mutable state [162]. Last, some (like Python and Java’s iterators) leave this up
to programmers.

Yoink prevents this bug entirely by tye type of concat, which requires the first argument to come
before the second. It also prevents some bugs similar to the ones Rust’s linear iterators prevents, by re-
quiring that combinators like zip accept parallel arguments. It would be very interesting to investigate
this in future work. The ordered type system of AY is relatively lightweight and simple to implement, and

could concievably be bolted onto existing libraries to safely extend their set of combinators.
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APPENDIX A

AST Definitions

AST

Mechanized versions of all definitions and proofs about A°* can be founed at https://github.com/alpha-convert/

lambda-st-proofs.

A.1 Basics

Stream types are defined by the following grammar. The base types included are the unit type 1 which
types streams that contain exactly one unit element, the type of the empty stream ¢, and the type of streams
consisting of a single integer, Int. Larger types include the concatenation type s - t, the sum type s + ¢, the

parallel stream type s||t, and the star type s*.

sst,r:= 1|e|Int]|s-t|s+t]s|t]s*

Contexts in the stream types calculus system have a bunched structure. The context former I', A

corresponds to the parallel type, while the context former I'; A corresponds to the concatenation type.

2

The two context formers share a unit, written as “

Fe= - |T,T|T;T |x:s
A stream type is null if it includes no data. Null types are parallel combinations of es.

Definition A.1.1 (Nullable). We define a judgment s null as follows:

snull t null

enull s||t null
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We extend to contexts pointwise.

snull T null I’ null T null I’ null

- null x:snull r,T null ;T nutll

Prefixes are also like in Chapter 4, with a definition p maximal for “complete” prefixes, and a typing

relation p : prefix(s).

Definition A.1.2 (Prefixes). The grammar of prefixes is given by:

p = oneEmp | oneFull | epsEmp | parPair(p,p’)
| catFst(p) | catBoth(p,p”)

| sumEmp | sumInl(p) | sumInr(p)

| starEmp | starDone

| starFirst(p) | starRest(p,p’)

Definition A.1.3 (Maximal Prefix).

p1 maximal P2 maximal
epsEmp maximal oneFull maximal parPair(pi, p,) maximal
p1 maximal p2 maximal p maximal
catBoth(p, ps) maximal sumInl(p) maximal
p maximal p maximal p’ maximal
sumInr(p) maximal starDone maximal starRest(p,p’) maximal
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Definition A.1.4 (Well-Typed Prefixes).

epsEmp : prefix(e) oneEmp : prefix(1) oneFull : prefix (1)
p1 : prefix(s) p2 : prefix(t) p i prefix(s)
parPair(pi, ps) : prefix(s||t) catFst(p) : prefix(s-t)

p1 ¢ prefix(s) p1 maximal p2 ¢ prefix(t)

catBoth(py, ps2) : prefix(s-t) sumEmp : prefix(s+t)
p : prefix(s) p : prefix(t)
sumInl(p) : prefix(s+t) sumInr(p) : prefix(s+t) starEmp : prefix (s*)

p : prefix(s)

starDone : prefix (s*) starfFirst(p) : prefix(s*)

p : prefix(s)  pmaximal  p’ : prefix(s*)

starRest(p,p’) : prefix(s*)
For each type s, we define the “empty” prefix emp, inductively on the structure of s.
Definition A.1.5 (Empty Prefix). The empty prefix is defined as follows:
(¢) emp, = epsEmp
(1) emp, = oneEmp
(sllt) empg); = parPair(emp,, emp,)
(s+1t) empg,, = SUmMEmp
(s-t) emps., = catFst(empy)

(s*) empgx = starEmp
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We lift this to contexts in the natural way, with emp. =

empr A = parPair(empr, emp,).

epsEmp, and empr., = catFst(empr), and

Theorem A.1.1 (Empty Prefix is Well-Typed). emp, : prefix(s)

Definition A.1.6 (Prefix is Empty).

epsEmp empty oneEmp empty
p empty
catFst(p) empty sumEmp empty

Theorem A.1.2 (Empty Prefix Is Empty). emp, empty

Proof. Induction on s.

Theorem A.1.3 (Empty And Maximal Means Nullable). Ifp :

and p maximal, thens null.

Proof. By induction on p : prefix(s)

A.2 Derivatives

p1 empty  p, empty

parPair(py, p;) empty

starEmp empty

prefix(s), and simultaneously p empty

We define a 3-place relation 6, (s) ~ s’ between a prefix and two types.

138



Definition A.2.1 (Derivatives).

5p1 (S) ~ Sl 5p2 (t) ~ t/

5epsEmp (5) ~ & 5oneEmp (1) ~1 5oneFull (1) ~ & 5parPair(p1,p2) (S”t) ~ S’Ht,
S (s) ~ s 8p, (1) ~ 1/
5catht(p) (3 : t) ~s -t 5catBoth(p1,pz) (5 : t) ~t 5sumEmp (3 + t) ~s+t
5, (s) ~ s 8, (1) ~
5sumInl(p) (s+1) ~ s’ 5sumInl(p) (s+1) ~ t’ csstarEmp (3*) ~s* Ostarpone (3*) ~ &

8p(s) ~s Sp (s%) ~ ¢

*

5starFirst(p) (5*) ~s' s 5starRest(p,p’) (3*) ~s

Definition A.2.2 (Context Derivatives).

n(x)—p 8y (s) ~s 8, () ~T’ 5, (A) ~ N

8y (1) ~ - Sy (x:s) ~x:s 6y (T, 8) ~T", A

S, (D) ~T" 8, (A) ~ A

Sy (T;A) ~T7; N
Derivatives are functions defined when the prefix input is well-typed.

Theorem A.2.1 (Derivative Function). For any p and s, there is at most one s’ such that 6, (s) ~ s'. If

p : prefix(s), then such ans’ exists.
Proof. Induction on the derivation of §, (s) ~ s” for uniqueness, and p : prefix (s) for existence. O

When it’s guaranteed to exist, we write this s” simply as J, (s). The empty prefix is the identity for the

derivative operator.
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Theorem A.2.2 (Empty Prefix Derivative). Jemp, (s) = s.
Theorem A.2.3 (Empty Context Derivative). Ifn emptyonT andn : env () then 6, (I') =T.

Theorem A.2.4 (Context Derivatives Function). There is at most oneI"” such that 6, (I') ~ I, and the I

exists whenn : env(T).

Proof. Uniqueness by induction on the derivation of §, (I') ~ I", existence by induction on the derivation

of n : env (T). O
Theorem A.2.5 (Maximal Derivative iff Nullable). If 6, (s) ~ s’ then p maximal if and only if s’ null

Theorem A.2.6 (Only Prefix of a Null Type is Empty). Ifp : prefix(s) ands null, then p = emp;

A.3 Environments

Definition A.3.1 (Environments and Typing). An environment is a partial map n : Var — Prefix. We

writen : env(T) to mean that nj is a well-typed environment forT.

n(x) —p p : prefix(s) n : env (D) n : env(A)

n:env() n:env(x:s) n:env(l,A)

n : env (D) n : env(A) nemptyOn AV npmaximalonT

n:env(l;A)

Definition A.3.2 (All Maximal, All Empty, Agreement). For a set S, we say n emptyOnS if for all x € S,
there is some p such that n(x) +— p, and p empty. We say n maximalonsS if for all x € S, there is some p such
that n(x) ¥ p, and p maximal. We write n emptyOnT and n maximalOnT to mean n emptyOn Dom (T') and
n maximalon Dom (T'), respectively. We also write n emptyOne and n maximalOne to mean n emptyOn fv(e)
and n maximalon fv(e), respectively.

Finally, we say that n and n’ agree on A and A’, written agree (n,n’,A,A’) if pmaximalonA —

n’ maximalOn/', andnemptyOn A = n’ maximalon/’
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An environment is also an environment for every subcontext.
Theorem A.3.1 (Environment Subcontext Lookup). Ifn : env(T(A)), thenn : env(A)
Proof. Induction on T'(-). O

Moreover, replacing a the environment |5 for a subcontext A with another environment 7’ for another
context A’ yields a well-typed context, so long as  and ” agree on A and A’. If  was maximal (on A) then

n’ must also be (on A’), and if  was empty (on A), then n’ must also be empty (on A’).

Theorem A.3.2 (Environment Subcontext Bind). Ifn : env(I'(A)) andn’ : env(A’) such thatagree (n,n’, A, A’)

thenn -5’ : env(T(A"))
Proof. Induction on the structure of I'(—), inverting everything in sight. ]

Theorem A.3.3 (Environment Par Bind). Ify : env(I'(z : s||t)) and n(z) — parPair(pi, ps) thenn[x —
pLy > p2] env(T(x:s,y:t))

Proof. By Theorem A.3.2. O
Theorem A.3.4 (Environment Cat Bind 1). Ifn : env(I'(z:s-t)) and n(z) v catFst(p) then n[x —
p,y> emp,] : env(T(x:s;y:1t))

Proof. By Theorem A.3.2. O
Theorem A.3.5 (Environment Cat Bind 2). Ifn : env(['(z:s-t)) and n(z) — catBoth(pi, p,) then
nix— pry— p2] : env(T(x:s;y:t))

Proof. By Theorem A.3.2. o

Lastly, the structure of the above subcontext replacement operation is compatible with derivatives.
Taking the derivative of I'(A) by 7 yields I''(5, (A)) for some I'"(—), and for any other filler Ay and en-

vironment 1y : env (Ao), the outer derivative bit of the derivative remains unchanged: &,uy, (I'(A¢)) is

I (65, (Do)

Theorem A.3.6 (Environment Subcontext Bind Derivative). If 6, (I'(A)) ~ Iy then there is some I (-)

such that for all A" and A" andn’, if 5,y (A") ~ A" and agree (n,n’, A, A") then &y, (T'(A")) ~T"(A”)
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Proof. Induction on I'(-). m|

Theorem A.3.7 (Environment Par Derivative). If6, (I'(z : s||t)) ~ I"(z : s’||t") andn(z) — parPair(pi, p.)

then 8y(xsp,yop,] (D(x s,y : 1)) ~T'(x:5",y:t")
Proof. By Theorem A.3.6. O

Theorem A.3.8 (Environment Cat Derivative 1). If 5, (I'(z:s-t)) ~T'(z:s" - t) and n(z) = catFst(p)

then 6y xp,ysemp,] (F(x:s;y:8)) ~T"(x:5";y: 1)
Proof. By Theorem A.3.6. o

Theorem A.3.9 (Environment Cat Derivative 2). If§, (I'(z:s-t)) ~T'(z : t’) andn(z) — catBoth(pi, p2)

then Sy (xspyop,] (D(x 55y 1)) ~T'(x:5"5y: 1)
Proof. By Theorem A.3.6. o

Theorem A.3.10 (Environment Lookup). For any n, there is at most one p so that n(x) +— p. When

n : env(L(x:s)), this p exists,and p : prefix(s).

Proof. The “at most one” p is immediate from the fact that 7 is a deterministic partial function. If n :
env (I'(x : s)) thenn : env (x:s) by Theorem A.3.1. By inversion, there is some p : prefix (s) such that

n(x) = p. O
Theorem A.3.11 (Environment Lookup Derivative). Suppose:

1L n(x)=p

2.n:env(T(x:s))

3. 6p(s) ~s

4 6, (T(x:s)) ~ T
Then there is some T’ (—) such that Ty =T"(x : s).

Proof. Immediate by Theorem A.3.6 m]
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A.4 Concatenation

More generally, we often want to concatenate a prefix p of s with a prefix p” of §,, (s). This is defined with

another 3-place, type-indexed relation.

Definition A.4.1 (Prefix Concatenation). We define a relation p - p’ ~ p”'.
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epsEmp - epsEmp ~ epsEmp

p i prefix(1)

oneEmp - p ~ p oneFull - epsEmp ~ oneFull

pi-py~py PPy~ Py

parPair(ps, p2) - parPair(py, py) ~ parPair(py, py)

p‘p,"‘p” p‘p”"p”

catFst(p) - catFst(p’) ~ catFst(p”) catFst(p) - catBoth(p’,p""") ~ catBoth(p”,p""")

p/ ‘p// ~ plll

catBoth(p,p’) - p”’ ~ catBoth(p,p’"”)

p,'p”"’P” p‘pINPII

sumEmp - p ~ p sumInl(p) - p" ~ sumInl(p”) sumInr(p) - p’ ~ sumInr(p”’)

starEmp-p ~ p starDone - epsEmp ~ starDone

p'p/’\‘p,/

starFirst(p) - catFst(p’) ~ starFirst(p”)

p'p,"’P”

244

starFirst(p) - catBoth(p’,p"”’) ~ starRest(p”,p"")

pl .pl/ ~ pNI

A starRest(p,p”"")

starRest(p,p’) -p]’



This relation is a function when the inputs are well-typed. Because of this, when p : prefix (s) and

p’ : prefix (6, (s)), we write p - p’ for the unique p” that the following theorem guarantees.

Theorem A.4.1 (Prefix Concatenation Function). For all p,p’ and s, there is at most one p”’ such that

p-p’ ~p" Ifp : prefix(s) andp’ : prefix (5, (s)), then such ap” exists, and satisfies:
1. p” : prefix(s)
2. 51)” (S) = 51)/ (5p (S))

Proof. Existence, (1), and (2) follow by induction on the derivation of p : prefix (s). Uniqueness is

immediate by the fact that the relation is a function. O
Theorem A.4.2 (Prefix Concatenation Empty). Ifp : prefix (s), then emps - p ~ p and p - emps, () ~ p
Proof. Induction on the derivation of p : prefix(s). O

Theorem A.4.3 (Maximal Prefix Concatenation). Supposep-p’ ~ p”. Ifp”’ is maximal, then p’ is maximal.

If p or p’ is maximal, then p"’ is maximal. Moreover, if p is maximal, then p”’ = p.

Proof. Induction on the derivation of p - p” ~ p”’. O
Theorem A.4.4 (Prefix Concatenation Associativity). p - (p” - p”’) = (p - p’) - p”’, when defined.

Proof. Induction on derivations of concatenation. O

Definition A.4.2 (Environment Concatenation). We writen-n’ ~ n’’ to mean thatn’’ is the function defined
on the largest subset S of Dom (1) N Dom (1") such that for all x € S, the prefix concatenationn(x) -n’(x) ~ p

exists, and n” (x) = p, forallx € S.

Theorem A.4.5 (Environment Concatenation Function). For anyn andn’, there is at most onen’’ such that

n-n" ~n",and such ann” exists whenn : env(T') and 6, (') ~T" andn’ : prefix(I").
Proof. Uniqueness by the "greatest" property, existence by Theorem A.4.1. O

Theorem A.4.6 (Environment Concatenation Correctness). If n : env(I') and 6,(I') ~ T’ and n’

env(I'”), andn-n" ~n”, thenn” : env(T), and if 6,y (I') ~T" then 6, (I') ~T".
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Theorem A.4.7 (Environment Concatenation Empty). Ifn : env(T) andn -n’ ~ n”, then:
« IfnemptyonS and thenn”|s =1n'l|s
« Ifn’ emptyoOnS, thenn”|s = 1ls
Proof. Induction on the derivation of  : env (I'), using Theorem A.4.2. ]

Theorem A.4.8 (Maximal Environment Concatenation). Ifn-n’ ~ n”’, theny maximalOnS orn’ maximalOn S

if and only if n”’ maximaloOnS.
Proof. Immediate corollary of Theorem A.4.3 O
Theorem A.4.9 (Prefix Concatenation Associativity). - (n" - 5”") = (- n’) - n”, when defined.

Proof. Corollary of Theorem A.4.4 O

A.5 Historical Contexts

Definition A.5.1 (Historical Context). Contexts Q := -|Q, x : A are fully structural contexts, where the A

are STLC types.

A stream type is “flattened” into an STLC type by turning concatenations and parallels into products,

and stars into lists.

Definition A.5.2 (Type and Context Flatten). Fors a stream type, we define its flattening into an STLC type,

denoted (s), inductively:

(1) =1

e (&) =1

« s+ 1) =(s) X(t)

(sll£) = (s) x(t)

C s+ 1) = () + (1)
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o (s*) =1list ({s))
ForT a bunched context, we define its flattening to a standard context, (T') inductively:
o« (="

e (x:s)=x:(s)

(1) =().(I")

(I,I7) =(I),I")

For an STLC value v : (s), we write toPrefixs (v) for the maximal prefix of type s that it corresponds to.

Dually, for a maximal prefix p : prefix(s), we write (p) for the STLC value of type (s) it corresponds to.

Definition A.5.3 (Historical Programs and Substitutions). Fix a language of terms M, with type system
Q + M : A. Write its semantics as M | v. We assume that this relation is a decidable partial function,
in the sense that M evaluates to at most one v, and it is decidable whether or not such a v exists. We write
substitutions 6 : Q' — Q. Substitutions have a contravariant action on terms, written M[0]: if Q v M : A,
then Q' + M[0] : A. Welift this substitution action to AST terms compositionally, substituting into all historical

terms. We write a list of such terms as M, and lift the typing relation and semantics to lists of terms, written

QrM:AandM | 6.

A.6 Context Subtyping

The following is a full listing of subtyping rules.
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Definition A.6.1 (Subtyping).

SuB-CONG
SUB-REFL SuB-Comma-Exc
A< N

I'(A) <: I‘(A’) I' <. T I'A <: A,T
SUB-SNG-WKN SuB-CoMMA-WKN SuB-SEMIC-WKN-1 SuB-SEMic-WKN-2
xX:s <:- I'A <: T I';A <: T I';)A <t A

SuB-CoMMA-UNIT SuB-SEMmic-UNIT-1 SuB-SEMIC-UNIT-2

I' <. T,- I' < T;- I' <. -;T

Environment typing is preserved by subtyping, and derivatives preserve subtyping relations between

contexts.
Theorem A.6.1 (Subtyping Preserves Environments). Ifn : env(T') andT <: A thenn : env(A)
Proof. By induction on T’ <: A, and inversion on 5 : env (T). m]

Theorem A.6.2 (Derivatives Preserve Subtyping). SupposeI’ <: A andd, (I') ~I" and 6, (A) ~ A’. Then,

I’ <: A.

Proof. By cases on I' <: A, inverting the derivations of 6, (I') ~ I'" and §, (A) ~ A’, and using the

determinism of the derivative relation. m]

A.7 Type System

A.7.0.1 Inertness

Most terms, like variables or case expressions, require some non-empty amount of input to arrive for them
to produce a non-empty output. However, this is not true of all terms: constants like () and nil, (some)

sequential terms like (();e) and eps :: e, and sum terms inl(e) produce nonempty output even when
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given an entirely empty input prefix. Terms like these contain “information” that they are always ready to
produce, even if there is no input to drive them forward. We call terms that are always ready to produce
output jumpy, and terms that are not inert.

As described in Section 4.1.3, the type system requires that let-bound terms are always inert to guar-
antee soundness of the semantics. In particular, inertness is what guarantees that the “agreement” (Defini-
tion A.3.2) requirement in Theorem A.3.2 to hold in the soundness case for T-LET. For arbitrary terms, the
maximality component of agreement always holds, but the emptiness component of agreement requires
inertness.

To enforce that the bodies of let-bindings are inert, we track a syntactic over-approximation of inertness
with the type system, essentially as an effect. This is accomplished by giving every typing judgment an
inertness annotation, i == I | J, and we ensure that if e is typed with annotation Inert, then e produces
empty output when given an empty input. This invariant is proved as an additional consequence to the
soundness theorem.

We note that the choice to include inertness in the type system itself, as opposed to a predicate on
(typed) terms, is essentially an arbitrary one: we choose the former to minimize the number of assumptions
running around in our proofs.

For the most part, the inertness analysis is straightforward. Constants like () and nil, and injections
like inl (e), inr (e), and e; : : e, (secretly the right injection into ¢ + s - s*) all have annotation J. Non-
buffering elimination forms have the same inertness as their bodies, and variables and eps are inert. The
most important ones are in the rules T-CAT-R and T-PLus-L (and the similar ones in T-STAR-L and T-PLus-L).

The inertness requirement for T-CAT-R says that if the resulting term (ey; e5) is to be typed as inert, e;
must be inert, and the type of e; must not be null. Otherwise, (e;;e;) could produce a maximal .

The rule for T-PLus-L says that it is inert when the buffer environment does not yet include a decision
for which way to go (7(z) = sumEmp). Note that in practice, this is always satisfied. At the beginning of
execution,  maps all variables to empty prefixes, and as soon as 7(z) gets either sumInl(p) or sumInr(p),
we step to the corresponding branch. In fact, the result of every step is inert: otherwise we would’ve output

a larger prefix in that step!

Definition A.7.1 (Typing Rules). Figure A.1 and Figure A.2 present the full typing rules.
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Definition A.7.2 (Recursion Signature). A recursion signature . is either empty (signaling that typechecking
is not in the body of a recursive function), or the signature Q | I' — s @i of a sequent which defines the

recursive function we are currently checking the body of. X :=0 | (Q |T > s@1)

These typing rules are mutually defined with another typing judgment Q | I' 5 A : I” @ i, meaning
that A is a well-typed set of arguments (hence A) for a recursive call to a function accepting inputs I'".
Here, A is an tree of terms, with either comma or semicolon nodes. This judgment ensures that er has
well-typed bindings for every variable x : s in I, and that the variables that er- uses are used in accordance

with T, its context.

Definition A.7.3 (Recursive Argument Typing).

Az=-le| (AA) | (AA) ] (5A)
T-ARGS-SNG T-ARGS-SEMIC-1
T-ARGS-EMP
Q|Trye:s@i QITrs A: A@1i Q|F'I—2A':A'@i2
Q|Thy @i Q|Trye:(x:s) @i Q0T ks (AA) AN @is
T-ARGS-SEMIC-2 T-ArRGs-CoOMMA
QT+ AN @i A null QT A:A@i QT AN @i
QT ks (5A) AN @i QT (AA): AN @i
Buffering Rules

The left rules for star and sums, as well as Wait, include a buffer in the term: a prefix of the input context,
where we store inputs until we have received enough to run the term. For example, the WAIT rule has this

buffer n, which we gather until it includes a maximal prefix of x : s.
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T-Walt
n:env([(x:s))

8y (D(x:s)) ~T' Qx:(s)|T()rge:s@ii’ =1 = = (n(z) maximal) A = (s null)

QT Frywait,;(x)(e) : t@1

The buffer is included in the syntax of the term. Additionally, the context in the conclusion is 6, (I'(A)).
If we’ve buffered 1 of the input, the term is expecting the rest of the context. Users of the calculus need
not worry about this detail: when writing programs and when the program starts running, the buffer is
empty: 1 = empr(,), and since &, (I'(A)) = I'(A), this returns WAIT to the expected rule presented in the

body of the paper. The other rules that include buffers are PLus-L and STar-L.

A.8 Sink Terms

Once we have produced an entire maximal prefix p : prefix (s), a program e of type s needs to transition

to a program emitting nothing: we compute this term from p with sink,.
Definition A.8.1 (Sink Terms). We define a term sink, by induction on p.

o Sinkepsemp = €pSs

* Sinkopeemp = €pS

* Sinkonerui1l = €ps

* SinKparpair(pp,) = (S1inkp,, sinkp,)

* Sinkcatrst(p) = S1nky

* Sinkcatpoth(pp,) = S1inkp,

* SinKsymemp = €pS

* Sinksumini(p) = Sinky

151



* Sinksuminr(p) = S1nky

* Sinkstaremp = €pS

* Sinkstarpone = €ps

* SinKstarfirst(p) = Sinkp
* SinKstarrest(p,p’) = S1NKp

Note that (because it’s easier to have this be a function rather than a relation) sink terms are defined
for all prefixes rather than just the maximal ones.
Sink terms are closed, and have the type we expect for a stream transformer that has just emitted an

maximal p of type s.

Theorem A.8.1 (Sink Terms Typing). If p maximal and p : prefix(s) and §,(s) ~ s, then- | T rg

sink, :s’@1I

The relevant concatenation property of sink terms is that they only depend on the the shape of the

type s after the prefix has been emitted, so adding more to the beginning does not change anything.
Theorem A.8.2 (Sink Term Concatenation). If p - p" ~ p”, then sink, = sinky.
Proof. By inductionon p - p’ ~ p”’. O

Theorem A.8.3 (Fixpoint Substitution). Fore,e’ terms, we define e [e’/rec] compositionally over the struc-

ture of e, with the only two interesting cases being:
(rec {Mm} (A)) [¢//rec] = fix {M} (A[€’/rec]).(¢)
and

(fix {M} (4). (e)) [¢//rec] = fix {M} (A[e’/rec]).(e)

We define this mutually with a substitution for arguments A, with A [e’/rec] defined compositionally over
the structure of A.

Then if Q | T Foros@i € : s @i, we have:
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LIFQ |Arqroseire:t@ithenQ' | A ele'/rec]:t@i
2. IfY [ Avrqroser A:T" @i, thenQ' | A+ Ale'/rec] : T' @i

Proof. (1) and (2) are proved by a routine simultaneous induction on typing derivations. O

A.9 Semantics

Definition A.9.1 (Semantics). We define relations p = e |" ¢/ = p’ (as shown in Figures A.3 and A.4), and

n = A@I |[" A’ = 1’ (as shown in Figure A.5).

Recursive Argument Semantics

The arguments semantics 1 = A@T |* A’ = n’ accepts an environment 7 and runs it through A to
produce an environment n’ : env (T'). This relation is essentially the same as evaluating a large nested
tree T-CAT-R T-PAR-R terms, structured like the context I'. The only difference is that, because context
derivatives do not remove the left component of a semicolon context (the I' in T'; A) after a maximal prefix
has arrived, we have a special term former (-; A”) for cat-pair terms (A; A’) that have crossed over. The
context is required in the semantics so we can compute the empty environment in S-ArGs-SEmic-1-1 and

S-ARGS-SEMIC-2.

Semantics of Buffering

The semantics for PLus-L andStar-L and WaIT buffer in their inputs until enough of the input has arrived
to run the term, where the particular value of “enough” depends on the rule in question.

To illustrate, consider the rules for Wait (S-WAa1t-1 and S-WAI1T-2 in Figure A.4). In both cases, we take
the incoming environment 5, and concatenate it onto the buffer n’, to get the combined prefix r”’. We
then dispatch on whether n” is enough input to run the continuation e. In this case, “enough” means that
n”’ contains a maximal prefix p of x : s. If it does (P-WAIT-2), we run the continuation, substituting the
maximal prefix in for the (historical) occurrences of x. If it does not, we simply save n’’ as the new buffer

in the resulting wait term, and return the empty prefix in P-Warr-1.
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The semantics for PLus-L and STAR-L are similar: in all cases, we add the incoming prefix to the buffer,
and then project from the buffer. If not enough data has arrived, we return the empty prefix and step to

the same term but with an updated buffer.
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T-Eprs-R T-ONE-R T-VAR

Q|Ttseps:ec@i QITrs():1@3 QIT(x:s)Frsx:s@i

T-Sus
Q|lArse:s@i I <: A

Q|Ttye:s@i

T-Par-R
Q|Ttrse:s@i Q|Ttrse:t@i

Q|T ks (e1,e0) :sllt @1

T-Cat-R
erl—zelzs@il QlAl-zegit@ig i3:I=i1:I/\—|(an11)

Q|T;Ars (e;e0) i st @13

T-Par-L T-Cat-L
Q|T(x:s,y:t)rrxe:r@i Q|T(x:s;y:t)rye:r@i
Q|T(z:s||t) Fx let (x,y) = zine:r@i Q|T(z:s-t) ky lety (x;y) =zine:r@i
T-Prus-R-1 T-PrLus-R-2
Q|Ttrse:s@i Q|Ttrye:t@i
QT kg inl(e):s+t@3J Q|Ttryinr(e):s+t@i
T-Prus-L

n:env(T(z:s+1)) S, (T(z:s+1) ~T
Q|T(x:s)Fse:r@iy QIT(y:t)Fye: 7@y i=1 = n(z) =sumEmp

Q| T’ +y case, (n;2,x.1,y.€2) : T @i

Figure A.1: 25T Full Typing Rules (Part 1)
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T-StAR-R-2
T-StAr-R-1 Q|Trse:s@i; Q|Arse:s @iy

Q|Trsnil:s*@3J Q|T;Arseiiie:s* @7

T-STAR-L

n :env(I(z:sY)) 8 (T(z:s%)) ~T’

QIT()rse:r@iy Q|T(x:s;x5:5 ) by ey :r@is i=1 = n(z) =starEmp

Q| T’ vy caseg, (n;z,e1,x.x5.€2) 1T @1

T-HistPom
Q+ M:{s)

QITrs M:s):s@3]

T-WAIT

n:env(T(x:s))
8y (T(x:s)) ~T’ Qx:(s)|T()Frse:t@i i’ =1 = =(n(z) maximal) A = (s null)

QT Fy waity,(x)(e): t@i

T-LET

T-REec
Q|Atrse:s@I

QT rorosei A:T@i Q' FM:Q
Q" | T koros@i rec {M} A :s@i

QT (x:s)Fye:t@i
QIT(A)ry letx=e;ine : t @i

T-Fix -
Q|Trorss@ie:s@i  QrM:Q Q' |I'rA:T@i
Q| T s fix {M} (A).(e) : s @i

T-ARGSLET
Q|F’|—2A:F@i Q|F|—ze:s@i
Q|T"rsletT' =Adne:s@i

Figure A.2: 25T Full Typing Rules (Part 2)
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S-VAR
S-Ers-R S-ONE-R

n(x) > p
n = eps " eps = epsEmp n= ()" eps = oneFull n=x"x=p
S-Par-R S-CaT-R-1
=e "e=p =e " e =py =e ["e > - (p maximal)
n 1P n 2 =P n 1—=p p
n= (e}, e) [™M*™ (e;,eé) = parPair(py, ps) n= (e;;ez) " (61;62) = catFst(p)
S-CAT-R-2
n=e l"e = p p1 maximal n=e " e = p;
n= (e;;e2) ™7™ e = catBoth(py, ps)
S-PAr-L
n(z) = parPair(py,p2)  nlx=pLy>pl =el" e =p’
n=let (x,y) = zine |" let (x,y) = zine=p
S-CAT-L-1
n(z) — catFst(p) nlx—py—emp ] =el’e =p
n=let; (x;y) =zine |” let; (x;y) =zine’ = p’
S-CAT-L-2 S-Prus-R-1
n(z) — catBoth(py, p2) nx pLy—o pl >el’e =p n=elle=p
n=let; (x;y) =zine |"” letx = sink,, ine’'[z/y] = p n = inl(e) " ¢’ = inl(p)

S-PLus-R-2
n=cel'e=p

n = inr(e) " ¢ = inr(p)

S-Prus-L-1
n-n~n"  n"(z) = sumEmp
n = case, (n';z,x.e1,y.e2) " case, (n”;z,x.e1,y.e5) = emp,

S-Prus-L-2
n-n~n" n”(z) = sumInl(p) n[x—pl=e "eg=p

n = case, (n';z,x.e1,y.e2) [" e][z/x] = p’

S-Prus-L-3
n-n~n"  n"(z) =suminr(p) n'ly—pl=el"e,=p

n = case, (n';z,x.e1,y.e2) [" ey[z/y] = p’

Figure A.3: 13T Semantics (Part 1)
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S-STAR-R-2-1
S-STAR-R-1 n=e ln ei =p

= (p maximal)

n = nil |"” eps = starDone n=e::e |" (e;e2) = starFirst(p)

S-STAR-R-2-2

n=el"e =p p1 maximal n=e " e = p;

n=e ::e | ey = starRest(py, p2)

S-STAR-L-1
n'-n~n"  n"(z) =starEmp

n = cases, (n';z, e, x.xs.€2) |" cases, (n”;z e, x.xs.65) = emp,

S-STAR-L-2
n-n~n" n"(z) = starDone " =>e l"el=p
n = cases, (n';z, e, x.xs.62) ["e] = p

S-STAR-L-3
’7/ -~ ’7” '7”(2) = starFirst(p) r]"[x =P,y empa] = e U e; = P/

n = cases, (n';z, e, x.xs.62) [" lety (x3y) =zine, = p’

S-STAR-L-4

n-n~n" n"(z) = starRest(p,p’) n"'[x—py—pl=el"e =p"

n = caseg, (n';z, €1, x.x5.e2) |" letx = sink, inej[z/xs] = p”

S-LET S-HistPeMm
n=e l"e =>p nx—pl=e e =79 Mlo p = toPrefix; (v)
n=letx=e ine, "™ letx =€) ine, = p’

n=(M:s)|" sink, = p
S-Wait-1
’7/ n~ ’7// n//(x) =p - (P maximal)

n = wait, ,(x) (e) |" wait,;(x) (e) = emp,

S-WarITt-2

n-n~n" n"(x)=p p maximal n" =el(p)y/x] " e =p

n=wait, (x) (e) |" e’ =p’

S_-FIX
M|l n=letl'=Ainele/rec] [0] [" e = p
n= fix {M} (A).(e) |" ¢ = p
S-ARGSLET

n=A@l " A" =7 " =>el"e =p Sy (T) ~ T

n=letT =Aine |"™8 1etT’ = A’ ine’ = p

Figure A.4: 15T Semantics (Part 2)



Figure A.5: 15T Recursive Argument Semantics

n=elle=p
S-ARGs-Emp S-ARGS-SNG

n=-@ " - ={} n=e@(x:s)|"e = {x—p}

n=A@I|"A =mn n= A@I" |"™ A, = n
n = (Al,Az) @F,F' ln1+n2 (A;,A;) = n U n2

S-ArGs-CoMmMA

n=A@I " Al =mn - (n; maximalonT)
n = (A;;A;) @T;T |™ (A3 Az) = m U empps

S-ARGs-SEMIC-1-1

n=A@T " Al =mn nimaximalonT n=A@I" ™A, = n

7 nmitng P S-ARGs-SEmIc-1-2
n= (AA2) @17 ] () A, = Un,

n=AE@I'" |["A' =7’
n= (A @r;I"|" (;A") = empr Up’

S-ARGS-SEMIC-2
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